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Two Works

• Extracting conditional statements for biomedical literature
(KDD’19, EMNLP’19, TCBB)
• Extracting experimental evidence for data science (WWW’20)
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Structuring Text into Knowledge Graph
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ML

Scientific literature Scientific knowledge graph

Unstructured Structured

Given “LeBron James is returning to Miami Heat…”
Find fact tuple: (LeBron James, is returning to, Miami Heat)

LeBron
James
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Named entities

is returning to



Science IE: Conditional Statements
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“We showed that extracellular acidic pH reduces the activity of TRPV5/V6
channels, whereas alkaline pH increases the activity of TRPV5/V6 channels
in Jurkat T cells.”

Fact tuple 1: (extracellular acidic pH, reduces, {TRPV5/V6 channels: activity})
Fact tuple 2: (alkaline pH, increases, {TRPV5/V6 channels: activity})
Condition tuple: (TRPV5/V6 channels, in, Jurkat T cells)

“During T lymphocyte activation as well as production of cytokines, …”

Condition tuple 1: (-, during, {T lymphocyte: activation})
Condition tuple 2: (-, during, {cytokines: production})



Three-Level Scientific KGs
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Fact tuple 1: (extracellular acidic pH, reduces, {TRPV5/V6 channels: activity})
Fact tuple 2: (alkaline pH, increases, {TRPV5/V6 channels: activity})
Condition tuple: (TRPV5/V6 channels, in, Jurkat T cells)
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Three-Level Scientific KGs (cont’d)
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“During T lymphocyte activation as well as production of cytokines, …”
Condition tuple 1: (-, during, {T lymphocyte: activation})
Condition tuple 2: (-, during, {cytokines: production})

T lymphocyte

during

activation

Stmt
fact

condition

obj.

cytokines
production

during obj.

condition



Sequence Labeling for IE
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We showed that extracellular acidic pH reduces the activity of TRPV5/V6 channels ,

whereas alkaline pH increases the activity of TRPV5/V6 channels in Jurkat T cells .

O O O B-f1C I-f1C I-f1C B-f2P O B-f3A O B-f3C I-f3C O

O O O O O O O O O O O O O O

input

output1 “Begin”
“fact” “subject”

“Concept”
“relation”

“Predicate”
“Attribute”

“object”

Fact tuple 1: (extracellular acidic pH, reduces, {TRPV5/V6 channels: activity})



Multi-Output Sequence Labeling
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Fact tuple 1: (extracellular acidic pH, reduces, {TRPV5/V6 channels: activity})
Fact tuple 2: (alkaline pH, increases, {TRPV5/V6 channels: activity})
Condition tuple: (TRPV5/V6 channels, in, Jurkat T cells)

We showed that extracellular acidic pH reduces the activity of TRPV5/V6 channels ,

whereas alkaline pH increases the activity of TRPV5/V6 channels in Jurkat T cells .

O O O B-f1C I-f1C I-f1C B-f2P O B-f3A O B-f3C I-f3C O

O O O O O O O O O O O O O O

O O O O O O O O O O O O O
O O O O O O O O O O O O O

O B-f1C I-f1C B-f2P O B-f3A O B-f3C I-f3C O O O O O
O O O O O O O B-c1C I-c1C B-c2P B-c3C I-c3C I-c3C O



Sequence Labels
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B-f1C I-f1C B-c1C I-c1C
B-f1A I-f1A B-c1A I-c1A
B-f2P I-f2P B-c2P I-c2P
B-f3C I-f3C B-c3C I-c3C
B-f3A I-f3A B-c3A I-c3A
O

• 3 expert annotators
• 31 PubMed paper abstracts (docs)
• > 30 minutes per anno. per doc
• 336 statement sentences
• 756 fact tuples
• 654 condition tuples



More Signals from Massive Data

• Unlabeled data
• 15,544,338 documents
• 140,949,399 statement sentences

• Feature extraction
• Tokenization
• Part-of-speech tagging
• Phrase mining
• Concept detection
• Attribute discovery
• …
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Structured Output Publications (’17-)

!hrase TKDE’18

"oncept ACL’20sub

#($oncept×&elation) KDD’18c, TextGraphs’19

'((ntity×)ttribute×*alue) KDD’17, KDD’18b, EYRE’19

'((ntity×)ttribute×*alue×+start×+end) WWW’19a, FEVER’20



Multi-Input Multi-Output Sequence Labeling
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whereas alkaline pH increases the activity of TRPV5/V6 channels in Jurkat T cells .

O O O O O O O O O O O O O O
O B-f1C I-f1C B-f2P O B-f3A O B-f3C I-f3C O O O O O
O O O O O O O B-c1C I-c1C B-c2P B-c3C I-c3C I-c3C O

NNS NN NN VBZ DT NN IN NNP NNS IN NNP NNP NNS .

O B-P I-P O O B-A O B-C I-C O B-C I-C I-C O

MIMO (BiLSTM/BERT)



Evaluation
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Token Label Prediction (%) Tuple Extraction (%)
P R F1 / fact, cond. P R F1 / fact, cond.

Allennlp OpenIE (Stanovsky et al. 2018) - - - 42.60 38.22 40.29 / -, -

Stanford OpenIE (Angeli et al. 2015) - - - 47.11 41.62 44.19 / -, -

Structured SVM (Tsochantaridis et al. 2015) 32.68 25.80 28.83 / 32.76, 24.71 47.62 46.15 46.87 / 45.01, 48.72
CRF (Lafferty et al. 2001) 60.07 41.92 49.37 / 56.23, 41.87 65.19 62.44 63.78 / 64/07, 63.44
BiLSTM-LSTMd (Zheng et al. 2017) 61.00 56.26 58.53 / 65.16, 51.78 71.57 66.55 68.97 / 69.51, 68.41
MO (BiLSTM based) - - - 71.80 72.34 72.07 / 72.39, 71.73
MIMO (BiLSTM based) 67.80 58.24 62.66 / 66.67, 58.58 75.35 74.67 75.01 / 74.91, 75.10
BERT-BiLSTM 70.07 70.19 70.13 / 74.30, 65.88 78.64 73.67 76.08 / 76.14, 75.99
MO (BERT based) - - - 77.38 79.19 78.27 / 76.74, 79.89
MIMO (BERT based) 75.91 71.08 73.41 / 76.01, 70.75 81.06 80.53 80.79 / 79.94, 81.64



Case Study
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Case Study (cont’d)
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Two Works

• Extracting conditional statements for biomedical literature
(KDD’19, EMNLP’19, TCBB)
• Extracting experimental evidence for data science (WWW’20)

16

Scientific
Statement

Conditions of
Observation

Experimental
Evidence



Motivation
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PPDSparse: A Parallel Primal-Dual Sparse Method for Extreme Classification
by CMU, UT Austin, Pentuum [KDD 2017]



Motivation (cont’d)
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AnnexML: Approximate Nearest Neighbor Search for Extreme Multi-label Classification
by Yahoo Japan Corporation [KDD 2017]



Motivation (cont’d)
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Building Experimental Result Databases from Tables in PDFs WWW ’19, May 13–17, 2019, San Francisco, CA, USA

0.76
0.78

0.8

0.82
0.84
0.86
0.88

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
α (the number of newly labelled concepts per iteration)

Micro F1 Macro F1

Figure 6: Our proposed TableUni-(R+L) method is insensi-
tive to the parameter � . The scores (including Micro F1 and
Macro F1) are higher than any of the variants or baseline
methods when � 2 [1, 20]. We use � = 10 as default.

kinds of embeddings. Our proposed method TableUni outperforms
the best of the baselines, LPA [50]: it improves Micro F1 and Macro
F1 relatively by +13.0% and +18.4%, respectively.
Parameter insensitivity. Figure 6 presents theMicro F1 andMacro
F1 scores of TableUni-(R+L) when � varies from 1 to 20. We ob-
serve that our method performs better than any of the variants or
baselines (with higher-than-0.80 Micro F1 and Macro F1). When
� 2 {7, 8, 9, 10}, the scores are the best. We use � = 10 as default
because our method is insensitive to � . On the other hand, we var-
ied the number of embedding dimensions d from 100 to 500. We
�nd that the performances do not change much. We choose d = 300
because it is popular in existing embedding methods [35].
E�ciency test. We vary the number of tables from 50 to 450 to
examine the running time (Figure 8). The machine we used is an
ordinary laptop: it has 2 cores of 1.60 GHz Intel Core i5 on MacOS.
We observe that (1) the running time over the whole dataset is less
than 3 seconds and (2) the time complexity is linear to the number
of tables. We also �nd the running time of the two classi�ers are
comparable. We conclude that our method is e�cient for generating
the experimental result database from PDF tables.

4.2 Case Studies on Use of the Experimental
Result Database

We will give data statistics of the database we build using the pro-
posed framework. When all the three modules are all implemented,
we can use the SQL queries to answer the questions we listed in
Section 2.4. We present the answers given by the database we have.
Statistics of the resulting database. After table uni�cation, our
method has categorized the 4,476 concepts into three classes, {dataset,
method, metric}. We transform each of the cells in the tables into a
value of the function �, or say, a data record in the �nal experimen-
tal result database (ERD): The data record must have one dataset
name, one method name, one metric name, and a corresponding
score; otherwise, it is invalid and not included in the database.

The resulting database has as many as 29,081 data records (or
called experimental result facts) from 456 tables in PDF �les. The
database includes (a) 1,541 (83.2%) unique datasets among 1,852
names in the tables, (b) 1,685 (84.2%) unique methods among 2,002
names in the tables, and (c) 450 (74.5%) unique metric names among
624 names in the tables. Each dataset, metric, and metric has 18.9,
17.3, and 64.6 related data records in average, respectively. The
associations among the concepts in this database is quite rich.

Dataset (%) SLEEC FastXML PfastreXML PDSparse
AmazonCat P@1 90.56/89.19 94.02/93.10 86.06/89.94 87.43/89.31
-13K P@3 76.96/75.17 79.93/78.18 86.06/77.24 87.43/74.03

P@5 62.63/61.09 64.90/63.38 63.65/63.53 56.70/60.11
Delicious P@1 47.78/47.03 48.85/43.20 26.66/37.62 37.69/34.37
-200K P@3 42.05/41.67 42.84/38.68 23.56/35.62 30.16/29.48

P@5 39.29/38.88 39.83/36.21 23.21/34.03 27.01/27.04
WikiLSHTC P@1 58.34/55.57 50.01/49.75 57.17/58.10 60.70/61.26
-325K P@3 36.70/33.06 32.83/33.10 37.03/37.61 39.62/39.48

P@5 26.45/24.07 24.13/24.45 27.19/27.69 29.20/28.79
Table 4: Our approach automatically found inconsistent
numbers reported by two KDD 2017 papers [45] (left) and
[38] (right) formulti-label classi�cation.We highlighted the
pairs whose precision di�erence is bigger than 3%.

We will use the database to answer the following questions. This
is just to show the power of exploring quantitative knowledge in
the experimental result database and the usefulness of our approach.
Because the database was constructed with only 456 tables, we are
NOT claiming that the answers to these questions are correct all
over the tons of literature.
Question 1: Find related methods, metrics, and datasets.
Q-1(a) How many methods were used for the Epinions dataset?
select count(distinct Method) from ERD where Dataset=“Epinions”;
A-1(a) 36. If one uses more SQL queries to look for the detail, one
will see themethod names such as “UserMean”, “ItemMean”, “Trust”,
“NMF”, “SVD”, “TCF”, “PMF”, “SoRec”, and “RSTE”.
Q1(b) How many metrics were used to evaluate on Epinions?
select count(distinct Metric) from ERD where Dataset=“Epinions”;
A-1(b) 7. More queries will �nd the concrete metric names such as
“F1 score”, “Precision”, “Recall”, “MAE”, and “RMSE”.
Q1(c) How many datasets used with Epinions in the same table?
select count(distinct Dataset) from ERD where Source=(select (dis-
tinct Source) from ERD where Dataset= “Epinions”);
A-1(c) 17. The data names are “Amazon”, “Ciao”, “Douban”, and so
on. They are popular datasets for evaluating recommender systems.
Q-1(d) How many methods were used for the Amazon dataset?
select count(distinct Method) from ERD where Dataset=“Amazon”;
A-1(d) 70. The method names include LDA (Linear Discriminant
Analysis), LR (Logistic Regression), and so on.
Q1(e) How many metrics were used to evaluate on Amazon?
select count(distinct Metric) from ERD where Dataset=“Amazon”;
A-1(e) 15. (“Precision”, “Recall”, “F1”, “Accuracy”, etc.)
Q1(f) How many datasets used with Amazon in the same table?
select count(distinct Dataset) from ERD where Source=(select (dis-
tinct Source) from ERD where Dataset= “Amazon”);
A-1(f) 53. (“DBLP”, “Wiki”, “Delicious”, “Epinions”, etc.)
Question 2: Find top-performing methods on a dataset.
Q2(a) What are the top 3 methods on Epinions in terms of RMSE?
select Method, Score from ERD where Dataset = “Epinions” and
Metric = “RMSE” order by Score desc limit 3; // desc is for the fact
that a smaller RMSE means a better performance.
A-2(a) “SR2pcc” (1.0954), “SR2vss” (1.0958), “SR1pcc” (1.1013).
Q2(b) What are the top 3 methods on Amazon in terms of F1?
select Method, Score from ERD where Dataset = “Amazon” and



Motivation
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Experimental Evidence Extraction System in Data Science  
with Hybrid Table Features and Ensemble Learning

Extreme
(multi-label)
classification

Recommender
systems

……

Research problems

Literature survey
Method design
…

Experimental
evidence

Research study

On dataset, method makes a metric
of XXX (score) on the task. 

What are the datasets we can use?
How do people evaluate the methods?
What is the “state-of-the-art”?
…

Definition
Usage

Component

Goal

Develop a computational method to build the system
• Feature extraction
• Learning strategies



System Pipeline
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Experimental Result
Database (ERD)Tables in PDF

PDFs in
Digital Libraries

This is the most challenging task!



Table Components

• Caption: d
• Row names: P(R)

• Column names: P(C)

• Name indicator: W(R)

• Table body: B(P(R), P(C), d)
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Table Templates
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Table Templates (cont’d)
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Top 2 popular templates



Problem Definition
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Dataset Method Metric Score
Twitter Textual Precision 0.746
Twitter Textual Recall 0.693

… … … …
Twitter CCR F1 0.818
Twitter CCR Accuracy 0.809

Problem: Given a set of tables extracted from PDFs {"} ,
(1) classify the concepts into three categories $:& → (
(2) unify the cells into (method, dataset, metric, score)-tuples.



Ensemble Learning
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!:# → ℒ
Rule-based classifiers
• Three Assumptions

Learning-based classifiers
• Semantic concept Embeddings
• Structural concept Embeddings

A1 A2 A3 E1 E2

Seeds Run iteratively

Concept-to-Label



Assumption 1
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Row/column header indication. If the upper-leftmost cell of the table has a 
specific word (e.g., “Methods”, “Algorithm”), the names on the corresponding 
columns/rows are more likely to have the label as the word indicates.

label prediction ! word indication "



Assumption 2
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Row/column type consistency. Concepts on the same column/row are 
likely to have the same type of label. For example, if we know “Precision” is 
a “metric”, then “Recall” is likely to be a “metric”.

majority of the concepts



Assumption 3
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Cell context completeness. A table often covers all the three types of 
labels on its columns, rows, and caption, in order to provide complete 
contexts to explain the values in the cells. For example, if the caption has a 
dataset name and row names are methods, then the column names are 
likely to be metric.



Learning-based Classifier
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Semantic concept embeddings (BERT[1])

[1] Devlin et al., BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. In NAACL 2019.
[2] Gui et al., Embedding learning with events in heterogeneous information networks. In TKDE 2017.

[Paper text] On the other hand, the proposed CCR model can 
improve the performance of both precision and recall than the 
two single models. Meanwhile, CCR performs best among all the 
methods in terms of both F1 and accuracy score.

Twitter

0.727

F1

CCR

0.953

Amazon

LEMON

LEMON

Amazon

Precision

…

Seen Concepts

CCR

Twitter

Unseen Concepts

…

Method

Dataset

Metric

…

?

?
…

Structural concept embeddings (HEBE[2])



Review: Tablepedia System
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Table
Extraction

Table 4: Performance on the Twitter testing data
set by different approaches.

Algorithm Precision Recall F1 Accuracy
Textual 0.746 0.693 0.727 0.722
Visual 0.584 0.561 0.573 0.553
Early Fusion 0.730 0.744 0.737 0.717
Late Fusion 0.634 0.610 0.622 0.604
CCR 0.831 0.805 0.818 0.809

d
w(R)

P(R)

P(C)

B(·, ·, ·)

Template (a)

Data Science Paper
PDF Collection

PDF Table
Cropping

Table Template
Recognition

Table
Cleaning

Table
Unification Experimental

Evidence DB
Construction:

Table Integration

Row and Column
Name Type
Classification

DB Operations for QA on
Experimental Evidence
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P(C)
d

w(C2)

P(R)

P(C2)
w(C1) P(C1)

P(R)

P(C2)
P(C1)

w(R)

P(R)

P(C2)
P(C1)

P(C)w(R2)w(R1)

P(R2)P(R1)

P(C)

P(R2)P(R1)

w(R2)w(R1)

P(R2)P(R1)

P(C2)
P(C1)

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R1), p(R2), p(C))

B(p(R1), p(R2), p(C))B(p(R), p(C), d)

B(p(R), p(C), d)

Table xx: xxx

Table xx: xxx

w(R)

P(R)

P(C)
d

P(R)

P(C)
d

w(C2)

P(R)

P(C2)
w(C1) P(C1)

P(R)

P(C2)
P(C1)

w(R)

P(R)

P(C2)
P(C1)

P(C)w(R2)w(R1)

P(R2)P(R1)

P(C)

P(R2)P(R1)

w(R2)w(R1)

P(R2)P(R1)

P(C2)
P(C1)

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R1), p(R2), p(C))

B(p(R1), p(R2), p(C))B(p(R), p(C), d)

B(p(R), p(C), d)

Table xx: xxx

Table xx: xxx

w(R)

P(R)

P(C)
d

P(R)

P(C)
d

w(C2)

P(R)

P(C2)
w(C1) P(C1)

P(R)

P(C2)
P(C1)

w(R)

P(R)

P(C2)
P(C1)

P(C)w(R2)w(R1)

P(R2)P(R1)

P(C)

P(R2)P(R1)

w(R2)w(R1)

P(R2)P(R1)

P(C2)
P(C1)

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R1), p(R2), p(C))

B(p(R1), p(R2), p(C))B(p(R), p(C), d)

B(p(R), p(C), d)

Table xx: xxx

Table xx: xxx

w(R)

P(R)

P(C)
d

P(R)

P(C)
d

w(C2)

P(R)

P(C2)
w(C1) P(C1)

P(R)

P(C2)
P(C1)

w(R)

P(R)

P(C2)
P(C1)

P(C)w(R2)w(R1)

P(R2)P(R1)

P(C)

P(R2)P(R1)

w(R2)w(R1)

P(R2)P(R1)

P(C2)
P(C1)

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R1), p(R2), p(C))

B(p(R1), p(R2), p(C))B(p(R), p(C), d)

B(p(R), p(C), d)

Table xx: xxx

Table xx: xxx

w(R)

P(R)

P(C)
d

P(R)

P(C)
d

w(C2)

P(R)

P(C2)
w(C1) P(C1)

P(R)

P(C2)
P(C1)

w(R)

P(R)

P(C2)
P(C1)

P(C)w(R2)w(R1)

P(R2)P(R1)

P(C)

P(R2)P(R1)

w(R2)w(R1)

P(R2)P(R1)

P(C2)
P(C1)

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R1), p(R2), p(C))

B(p(R1), p(R2), p(C))B(p(R), p(C), d)

B(p(R), p(C), d)

Table xx: xxx

Table xx: xxx

w(R)

P(R)

P(C)
d

P(R)

P(C)
d

w(C2)

P(R)

P(C2)
w(C1) P(C1)

P(R)

P(C2)
P(C1)

w(R)

P(R)

P(C2)
P(C1)

P(C)w(R2)w(R1)

P(R2)P(R1)

P(C)

P(R2)P(R1)

w(R2)w(R1)

P(R2)P(R1)

P(C2)
P(C1)

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R1), p(R2), p(C))

B(p(R1), p(R2), p(C))B(p(R), p(C), d)

B(p(R), p(C), d)

Table xx: xxx

Table xx: xxx

w(R)

P(R)

P(C)
d

P(R)

P(C)
d

w(C2)

P(R)

P(C2)
w(C1) P(C1)

P(R)

P(C2)
P(C1)

w(R)

P(R)

P(C2)
P(C1)

P(C)w(R2)w(R1)

P(R2)P(R1)

P(C)

P(R2)P(R1)

w(R2)w(R1)

P(R2)P(R1)

P(C2)
P(C1)

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R1), p(R2), p(C))

B(p(R1), p(R2), p(C))B(p(R), p(C), d)

B(p(R), p(C), d)

Table xx: xxx

Table xx: xxx

w(R)

P(R)

P(C)
d

P(R)

P(C)
d

w(C2)

P(R)

P(C2)
w(C1) P(C1)

P(R)

P(C2)
P(C1)

w(R)

P(R)

P(C2)
P(C1)

P(C)w(R2)w(R1)

P(R2)P(R1)

P(C)

P(R2)P(R1)

w(R2)w(R1)

P(R2)P(R1)

P(C2)
P(C1)

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R), p(C1), p(C2))

B(p(R1), p(R2), p(C))

B(p(R1), p(R2), p(C))B(p(R), p(C), d)

B(p(R), p(C), d)

Rule-based classifiers
(three assumptions)

Learning-based classifiers
(two embedding methods)
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R > L
E1 > E2 

A2 > A1 > A3
R+L is the best!

Rule is better than Learning.

Type consistency
is the most effective.

Semantic embedding is more
effective than structural.

Using all the Five (Three plus Two) is the best!



Results (cont’d)
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• Rule is better than Learning.
• Type consistency (Rule 2) is the most effective.
• Semantic embedding is more effective than structrual embedding.
• Rule + Learning is the best!



Results (RecSys)
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Results: Asking ERD
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