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ABSTRACT
�e safety, reliability and usability of web platforms are o�en com-
promised by malicious entities, such as vandals on Wikipedia, bot
connections on Twi�er, fake likes on Facebook, and several more.
Computational models developed with large-scale real-world be-
havioral data have shown signi�cant progress in identifying these
malicious entities. �is tutorial discusses three broad directions
of state-of-the-art data-driven methods to model malicious behav-
ior: (i) feature-based algorithms, in which distinguishing behavioral
features are proposed to predict the malicious users; (ii) spectral-
based algorithms, which have been widely used in se�ings of di-
rected graphs, undirected graphs, and bipartite graphs such as
“who-follows-whom” Twi�er data and “who-likes-what” Facebook
data; and (iii) density-based algorithms, which e�ciently look for
suspicious, highly-dense components in multi-dimensional behav-
ioral data. �is tutorial will introduce the details of the general
algorithms from the above three classes that can be applied to any
platform and dataset.
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1 INTRODUCTION
�e web provides a unifying platform for people around the world.
�is has led to several ground-breaking advancements and posi-
tively impacted lives of billions of people. At the same time, it also
gives an avenue for entities to engage in malicious behavior [36].
Such malicious users and their activities compromise the integrity
of web platforms andmake the web experience unsafe and unusable.
For instance, it is estimated that a considerable fraction of online
entities are malicious — 8%–10% social network accounts and 16%
Yelp reviews are fake [1, 26, 35], and 3%–4% ofWikipedia editors are
vandals [30]. �e implications of malicious entities is far-reaching,
as 73% of internet users have witnessed online harassment, and 40%
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have experienced it themselves [2]. �erefore, it is imperative to
identify these malicious users e�ciently and as soon as possible.

In this tutorial, we discuss computational algorithms to predict
malicious users in large-scale web platforms. �ese algorithms
can be categorized into three complementary directions — feature-
based, spectral-based and density-based.

Feature-based algorithms model the users and activities by rep-
resenting them using a set of a�ributes, such that each entity is
represented as a point in a multi-dimentional space. In order to dis-
tinguish benign from malicious users, appropriate set of a�ributes
should be engineered, so that di�erent entities lie in signi�cantly
di�erent regions in this feature space. �is class of algorithms of-
ten requires pre-labeled training data, which are used to �nd the
distinguishing appropriate a�ributes. �ese algorithms have been
successfully used to predict trolls [8], vandals [30], hoaxes [32],
bots [43], sockpuppets [28], among several other malicious entities.

Spectral-based algorithms project user behavioral data into spec-
tral subspaces usually by singular vector decomposition (SVD),
when the data can be represented as adjacency matrices of directed
graphs, undirected graphs, and bipartite graphs. �e spectral sub-
space plots show suspicious pa�erns if the graph has malicious
entities that exhibit one or more strange lockstep behaviors (e.g.,
“blocks”, “staircases”, and “camou�age”) [16, 22, 39]. �ese algo-
rithms do not necessarily require training labels and are computa-
tionally fast.

Density-based algorithms are designed based on the intuition that
malicious entities act synchronously, i.e. they o�en take similar
action in near-similar time. Benign entities, on the other hand,
are not as synchronous. When representing entities using their
actions in a multi-dimentional space, malicious entities form a
‘dense-block’, as an artifact of the synchronous behavior. Density-
based algorithms are aimed at identifying these dense-blocks in
large-scale behavior logs. �ese algorithms have successfully been
used to predict ill-go�en page Likes [4], zombie followers [21], and
social spam [19].

2 TUTORIAL OUTLINE
Wewill discuss the three categories of algorithms sequentially, start-
ing with feature-based algorithms, then moving to spectral-based
algorithms, and �nally concluding with density-based algorithms.
A brief outline of the tutorial is given below:
Introduction: (15 minutes)

• What is malicious behavior? Why do we model malicious
behaviors [44]?

• What are the current trends in malicious behavior model-
ing [23]?
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• A brief introduction to the three major directions of data-
driven algorithms— feature-based, spectral-based and density-
based algorithms.

Feature-based algorithms: (75 minutes)
• Statistical analysis for feature development.
• Detection of antisocial users: bots [43], trolls [7, 29], sock-

puppets [5, 28] and vandals [14, 30].
• Detection of misinformation: hoaxes [32] and rumors [12,

17, 40].
Break (30 minutes)
Spectral-based algorithms: (40 minutes)

• Introduction to “spokes” in spectral subspace plots as indi-
cators of strange behaviors [39].

• Detection of “blocks”, “staircases”, and “camou�age” with
spectral subspace plots [22, 41].

• �eoretical guarantees for preventing “camou�age” [16].
Density-based algorithms: (40 minutes)

• Detection of temporal bipartite cores [4].
• Detection of synchronized behaviors [13, 21].
• Evaluation of suspiciousness of behaviors across multiple

dimensions [19, 42].
• Summarization of dynamic and multicontextual behav-

iors [25].
Conclusion and future directions: (10 minutes)

Additionally, we will also refer to the following works in this
tutorial: (1) fake account detection [6, 9–11, 33, 34, 46], (2) fake
review detection [15, 37, 38, 45], and (3) social spam detection [18].

3 TARGET AUDIENCE AND PREREQUISITE
�is tutorial targets academic, industry and government researchers
and practitioners with interests in user behavior modeling, social
network anomaly detection, graph mining, and cybersecurity. Be-
ginners in the area will learn the basics of these data-driven ap-
proaches. Experts in the area will learn in-depth algorithms and
models to detect malicious behaviors. �is tutorial should appeal
to researchers of several disciplines, and should a�ract strong at-
tendance at ACM SIGKDD 2017.

�ere are no prerequisites for a�ending the tutorial. We will
cover basics as well as advanced techniques.

4 TUTORS’ INFORMATION
Meng Jiang (corresponding author)
A�liation: University of Illinois at Urbana-Champaign
E-mail: mjiang89@illinois.edu
Address: Rm 2130, Siebel Center for Computer Science, 201 N.
Goodwin Avenue, Urbana, IL 61801, USA
Phone: 217-418-6072

Srijan Kumar
A�liation: University of Maryland, College Park
E-mail: srijan@cs.umd.edu
Address: A.V.Williams Building, University of Maryland, 8223 Paint
Branch Drive, College Park, MD 20742, USA
Phone: 301-329-1103

V.S. Subrahmanian
A�liation: University of Maryland, College Park

E-mail: vs@umiacs.umd.edu
Address: A.V.Williams Building, University of Maryland, 8223 Paint
Branch Drive, College Park, MD 20742, USA
Phone: 301-405-6724

Christos Faloutsos
A�liation: Carnegie Mellon University
E-mail: christos@cs.cmu.edu
Address: GHC 8019, Carnegie Mellon University, 5000 Forbes Av-
enue, Pi�sburgh, PA 15213-3891, USA
Phone: 412-268-3505

5 TUTORS’ BIO AND EXPERTISE
Meng Jiang a Postdoctoral Research Associate in the Computer
Science Department at University of Illinois at Urbana-Champaign.
His research interests focus on data-driven behavioral analytics
for prediction, recommendation, and suspicious behavior detection.
He obtained his Ph.D. and Dissertation Award in 2015 and B.E. in
2010 from Tsinghua University, China. He visited Carnegie Mellon
University in 2013, and he visited University of Maryland, College
Park in 2016. He has published over 20 refereed articles and 2 book
chapters. He gave tutorials in ICDM’15 and CIKM’16, and both
tutorials had strong a�endance (50+ and 70+) and won the honorar-
iums. He received the SIGKDD 2014 Best Paper Finalist as the �rst
author. More details can be found at h�p://www.meng-jiang.com/.

Srijan Kumar Srijan Kumar is a postdoctoral researcher in Com-
puter Science department at Stanford University, working on ap-
plied machine learning and social network analysis. He has re-
ceived several awards including UMD University and Dean fellow-
ships, World�ant PhD scholarship, IIT Kharagpur gold medal, and
WWW 2017 best paper award honorable mention. He received his
Ph.D. in computer science from University of Maryland, College
Park and his bachelor’s degree in computer science from IIT Kharag-
pur. More details can be found at h�p://cs.stanford.edu/∼srijan/.

V.S. Subrahmanian is a Professor in the Computer Science depart-
ment, director of the Lab for Computational Cultural Dynamics and
Director of the Center for Digital International Government at the
University of Maryland, College Park. His work stands squarely
at the intersection of big data analytics for increased security, pol-
icy, and business needs. He has published over 280 peer-reviewed
papers including papers on detecting bots on Twi�er, detecting
trolls on Slashdot, and detecting vandals on Wikipedia. He led
the team that won DARPA’s Twi�er Bot Challenge in early 2015.
He currently serves on the boards of numerous journals including
Science, ACM Transactions on Intelligent Systems & Technology,
ACM Transactions on Computational Logic, and IEEE Transactions
on Computational Social Systems. Moreover, he serves currently
on the Research Advisory Board of Tata Consultancy Services, the
Board of Directors of the Development Gateway, Sentimetrix, Inc.,
and CosmosId. More details can be found at h�p://cs.umd.edu/∼vs/.

Christos Faloutsos is a Professor at Carnegie Mellon University.
He has received the Presidential Young Investigator Award by the
National Science Foundation (1989), the Research Contributions
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Award in ICDM 2006, the SIGKDD Innovations Award (2010), 24
“best paper” awards (including 5 “test of time” awards), and four
teaching awards. Six of his advisees have a�racted KDD or SCS
dissertation awards. He is an ACM Fellow. He has served as a
member of the executive commi�ee of SIGKDD; he has published
over 350 refereed articles, 17 book chapters and two monographs.
He holds seven patents (and 2 pending), and he has given over 40
tutorials and over 20 invited distinguished lectures. His research
interests include large-scale data mining with emphasis on graphs
and time sequences; anomaly detection, tensors, and fractals. More
details can be found at h�p://www.cs.cmu.edu/∼christos/.

6 RELATED PAST TUTORIALS
Our tutors have co-presented multiple tutorials as follows:

(a) Alex Beutel, Leman Akoglu, and Christos Faloutsos. “Graph-
based user behavior modeling: from prediction to fraud detection”,
ACM SIGKDD 2015 [3].
�is tutorial only focussed on graph-based algorithms, and did not
discuss the other two categories of algorithms — feature-based and
spectral-based. Additionally, our proposed tutorial covers wider
types of malicious users and activities, and their detection.

(b) Meng Jiang and Peng Cui. “Behavioral modeling in social net-
works: from micro to macro”, IEEE ICDM 2015 [20].
�is tutorial focused on how to leverage the social network infor-
mation for social recommendation, social relationship prediction,
and social spam detection. Our proposed tutorial will focus on
modeling the malicious behaviors, which is not limited to the social
network applications and social datasets.

(c) Srijan Kumar, Francesca Spezzano and V.S. Subrahmanian.
“Identifying malicious actors on social media”, ASONAM 2016 [31].
�is tutorial was mostly focused on feature-based algorithms, and
did not cover spectral-based and density-based algorithms in detail.
It covered detection of bots, trolls, hoaxes and vandals. In addition
to these, we are proposing a wider spectrum of malicious behavior
in this current tutorial.

(d) Meng Jiang, Peng Cui, and Jiawei Han. “Data-driven behav-
ioral analytics: observations, representations and models”, CIKM
2016 [24].
�is tutorial focused on data-driven approaches for modeling be-
havioral contexts and behavioral content. It introduced the roles of
social and spatiotemporal information (as contexts) in predicting
human behaviors. It also covered the state-of-the-art text mining
techniques that mine structures from rich behavioral content. Our
proposed tutorial will focus in depth onmodeling one type of behav-
ioral intentions – malicious behaviors. We will introduce general
methodologies and data-driven approaches towards this speci�c
research problem.

(e) Srijan Kumar, Justin Cheng, and Jure Leskovec. “Antisocial
behavior on the Web: characterization and detection”, WWW

2017 [27].
�is tutorial focused on di�erent types of malicious users, rather
than on the di�erent categories of algorithms. �e papers discussed
in this tutorial were speci�c to the malicious user being discussed
and the algorithms were primarily feature-based. �e proposed
tutorial additionally covers spectral-based and density-based algo-
rithms and is not focused on speci�c malicious behavior.

�is is the �rst time the highlighted tutors are delivering a tu-
torial together: we collect algorithms, models, and methods for
di�erent applications from the above tutorials, and organize the
rich state-of-the-art from the perspective of methodologies towards
malicious behavior modeling. We will provide not only fundamen-
tal studies but also new insights on this direction.

All the above tutorials a�racted strong a�endance, and therefore,
we expect a strong a�endance for our proposed tutorial in KDD
2017 as well.

7 EQUIPMENT
�e tutorial does not require any special equipment. We will use
our own laptop for presentation.

8 SLIDES DUE AND PREVIOUS WEBSITES
We understand the due of slides is on July 31st, 2017. Actually if
the proposal is accepted, we will get the slides and website ready
before July. Please kindly check our previous websites below.
(b) ICDM’15: h�p://www.meng-jiang.com/tutorial-icdm15.html
(c) ASONAM’16: h�p://www.cs.umd.edu/∼srijan/badactorstutorial/
(d) CIKM’16: h�p://www.meng-jiang.com/tutorial-cikm16.html

9 VIDEO SNIPPET
Here are video links of our tutors’ talks from videolectures or
YouTube. We give at most 3 links for each tutor.

Meng Jiang
KDD’14 CatchSync: h�p://videolectures.net/kdd2014 jiang catchsync/
KDD’14 FEMA: h�p://videolectures.net/kdd2014 jiang fema/
KDD’16 CatchTartan: h�p://videolectures.net/kdd2016 jiang multicontextual
behaviors/

V.S. Subrahmanian
Cyber Security and Resilience Conference: h�ps://www.youtube.
com/watch?v=IAsh9-nrypY
Forecasting Malware Spread in Networks: h�ps://www.youtube.
com/watch?v=H 5kPDmwCTo
Winning the DARPA Twi�er Bot Challenge: h�ps://www.youtube.
com/watch?v=N80EhaIS82k

Christos Faloutsos
Mining large graphs: h�ps://www.youtube.com/watch?v=g7n4
C79oaE
How to �nd pa�erns in large graphs: h�ps://www.youtube.com/
watch?v=GBzoNgqF-gQ
Mining large graphs, pa�erns, anomalies, and fraud detection: h�ps:
//www.youtube.com/watch?v=UyjhxEKjceA
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