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Screenshot of the IGN article
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Eric_17 April 28 2013, 12AM
Thanks. I knew Marvel fans would try to flame me, but they 
have nothing other than “oh that’s your opinion” instead of 
coming up with their own argument

Fellstrike April 29 2013, 6PM
Quit talking to yourself, *******. Get back on your 
meds if you’re going to do that

bdiaz209 April 28 2013, 11PM
Possibly the best blog I’ve ever read major props to you

bdiaz209 posts only on this discussion to 
support and defend Eric_17

Example
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Wikipedia: Orangemoody sockpuppet case

254 articles 
edited/created 

by 381 
accounts

Image credit: James Alexander
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Online sockpuppetry – why? 

Diversify identity 

Anonymize identity

Multiply identity

Gilbert, et al. (CHB, 2014), Caspi et al. (C&B, 2006) 

Privacy concern
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Sockpuppets in Wikipedia



Wikipedia Sockpuppets
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Suspected by volunteers, 
confirmed and deleted by administrators

Tsikerdekis et al. (ISFP, 2013), Yamak et al. (WWW 2016), Solorio et al (LASM 2013) 



Sockpuppets in social media

● Similar login time
● Similar login IP address
● Similar usernames

13

● Write similar to each other
● Similar point of view 

● Support one another

Liu et al. (FCS 2016)

Zheng et al. (IIH-MSP 2011)

Bu et al. (KBS 2013)
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Sockpuppets in online 
discussions



Data: Sockpuppets
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2.9M
Users

2.1M
Articles

62M
Posts

Srijan Kumar, Justin Cheng, Jure Leskovec, VS Subrahmanian. ”Sockpuppets in online discussion 
communities”. WWW 2017. Best paper award honorable mention.



Defining sockpuppets
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Sockpuppets are accounts that post from the 
same IP address in the same discussion very close in 
time T, in at least K different instances.

We define sockpuppets as:

T = 15 minutes, K = 3

Sockpuppets are accounts that post from the 
same IP address in the same discussion very close in 
time (15 min), in at least 3 different instances.

Note: we do not use the IP addresses for detection

3,656
Sockpuppets

1,623
Puppetmasters
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Characteristics of sockpuppets



How do we compare sockpuppets and ordinary users?

18

For each sockpuppet, match an 
ordinary user that makes 
similar number of posts 

on 
similar discussions

We have to match!

Kumar, et al. (WWW 2017)



Where do sockpuppets post?

19Kumar, et al. (WWW 2017)



Falcon-X32 Feb 5 2013, 3PM
I agree. You are absolutely right!I

20

jakey008 Feb 5 2013, 2PM
should have read the reviews first :(

ricobeans27 Feb 5 2013, 3PM
Couldn’t agree more!!

Write more self-centered posts
p < 10-3

You

Address others directly
p < 10-3

Start fewer discussions
p < 10-3

Agree more
p < 10-3

Write shorter sentences
p < 10-3

Downvoted more
p < 10-3

How do sockpuppets write?

Kumar, et al. (WWW 2017)
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Smoothzilla Feb 5 2013, 3PM
Thanks for your support!!!!

Falcon-X32 Feb 5 2013, 3PM
I agree. You are absolutely right!

jakey008 Feb 5 2013, 2PM
should have read the reviews first :(

ricobeans27 Feb 5 2013, 3PM
Couldn’t agree more.

Interact more with each other
p < 10-3

Upvote each other more
p < 10-3

Relation between pair of sockpuppets

Kumar, et al. (WWW 2017)



Do puppetmasters lead double lives?

22

Double life hypothesis: 
Puppetmaster maintains distinct personality for 

the two sockpuppets

More simiar Less similar

Ordinary Sockpuppet 1 Sockpuppet 2

Similarity is measured as cosine similarity between user posts’ 
features: LIWC, sentiment, number of words, etc.

Kumar, et al. (WWW 2017)



Do puppetmasters lead double lives?

23

Alternate hypothesis: 
Puppetmaster operates both sockpuppets 

similarly

Less similar More similar

Ordinary Sockpuppet 1 Sockpuppet 2

Similarity is measured as cosine similarity between user posts’ 
features: LIWC, sentiment, number of words, etc.

Kumar, et al. (WWW 2017)



Do puppetmasters lead double lives?

24

Both sockpuppets are more similar to 
each other

p < 10-3

“Good sock/Bad sock” not common

Non-sockpuppet Sockpuppet 1 Sockpuppet 2

Kumar, et al. (WWW 2017)
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How are sockpuppets used?
Are they used for deception?



Deceptiveness
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Levenshtein distance between usernames
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Hypothesis: Deceptive sockpuppets of the same master have very different  usernames.

Kumar, et al. (WWW 2017)
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srijan Feb 5 2013, 3PM
i agree.. these morons dont know a thing

theRealBatman Feb 5 2013, 3PM
YOU ARE STUPID AND A *****

srijan Feb 5 2013, 2PM
best article i have read!!!

ricobeans27 Feb 5 2013, 3PM
But this article doesn’t make any sense

More opinionated
p < 10-3

Swear more
p < 10-3

Downvoted and 
reported more

p < 10-3

Pretender vs non-pretender sockpuppets

Kumar, et al. (WWW 2017)
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How are sockpuppets used?
Do sockpuppets support one another?



Neutral sockpuppets
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60%
Neutral

theRealBatman Feb 5 2013, 3PM
why so?

srijan Feb 5 2013, 3PM
best article ever!

We quantify the amount of support by counting assenting, negation 
and dissenting words from LIWC

Kumar, et al. (WWW 2017)



Supporter sockpuppets

30

60%
Neutral

30%
Supporter

theRealBatman Feb 5 2013, 3PM
Totally agree!! 

srijan Feb 5 2013, 3PM
best article ever!

We quantify the amount of support by counting assenting, negation 
and dissenting words from LIWC

Kumar, et al. (WWW 2017)



Dissenter sockpuppets

31

60%
Neutral

30%
Supporter

10%
Dissenter

theRealBatman Feb 5 2013, 3PM
I don’t think so

srijan Feb 5 2013, 3PM
best article ever!

We quantify the amount of support by counting assenting, negation 
and dissenting words from LIWC

Kumar, et al. (WWW 2017)



Supportiveness and Deceptiveness
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0.5

0.0

1.0

Dissenter

0.58

0.42

Neutral

0.70

0.30

Supporter

0.74

0.26

Pretender
Non-
pretender

Deception is important to create 
an illusion of public consensus

Kumar, et al. (WWW 2017)
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Detecting sockpuppets

Kumar, et al. (WWW 2017)
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Features

Post
Number of words, 
characters, etc.,
LIWC counts,
Readability,
Sentiment,
…

Community
Number of upvotes and 
downvotes,
Fraction of reported posts,
Is account reported,
… 

Activity
Number of posts, 
number of replies, 
reciprocity of posts, 
age of account,
…

Note: we are not using the IP based features
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Is an account a sockpuppet?



Is an account a sockpuppet?
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Kumar, et al. (WWW 2017)



Do two accounts belong to the same person?
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Do two accounts belong to the same person?

38

0.5 0.6 0.8 1.00.7 0.9
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Kumar, et al. (WWW 2017)
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Vandalism
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Vandalism is 
“an action involving deliberate destruction of 

or damage to public or private property.”



Vandalism is common on Wikipedia

The free encyclopedia that anyone can edit

41

Easy to add content

• Freely accessible
• Large reach
• Major source of 

information for 
many

Vandalism: An edit that is:
• Non-value adding
• Offensive
• Destructive in removal



Vandalism

42

~ 7% edits are vandalism
~ 3-4 % editors are vandals 

Srijan Kumar, Francesca Spezzano, VS Subrahmania. VEWS: A Wikipedia Vandal Early Warning 
System. KDD 2015



Tools to detect vandalism on 
Wikipedia



STiki: Metadata

44West et al. (EuroSec, 2010)

EDITOR
registered?, account-age, geographical location, edit quantity, 
revert history, block history, is bot?, quantity of warnings on 
talk page

ARTICLE
age, popularity, length, size change, revert history

REVISION COMMENT
length, section-edit?

TIMESTAMP
time-of-day, day-of-week



ClueBot NG: Textual

45

• Vocabularies differ between 
vandalism and innocent edits
• Automatically assess individual 
word “goodness” probability

Good
edits

Vand
edits

“suck”       3%       97%
“haha”      0%      100%
“naïve”    99%         1%

good bad

-94%
-100%
+98%

word probabilities

EDIT:
+ … sucks 
+ ………
+ ...

Bayesian Approach:

Valesco et al. (CLEF 2010)



WikiTrust: Content driven
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• Content that survives is good content
• Good content builds reputation for its author

V1 V2 V3V0

Article	Version	History

Initialization Content	Restoration

Authors
A1 A2 A3

V4

Content	Persistence

A4

Mr.	Franklin	
flew	a	kite

Your	mom	
flew	a	kite

Mr.	Franklin	
flew	a	kite

Mr.	Franklin	 flew	a	
kite	and	…

Vandalism

Adler et al. (WWW, 2007)



Detection of vandals

47

Vandal 
detection

Vandalism 
detection



Using STiki to detect vandals

48Kumar et al. (KDD, 2015)

Stiki rule: Editor is a vandal if any edit’s suspicion score 
exceeds threshold



Using STiki to detect vandals

49

Tools for detecting vandalism are not
very efficient to detect vandals

Stiki rule: Editor is a vandal if any edit’s suspicion score 
exceeds threshold

Kumar et al. (KDD, 2015)



Using ClueBot NG to detect vandals

50

ClueBot rule: Editor is a vandal if it reverts at least N edits 

Kumar et al. (KDD, 2015)



Using ClueBot NG to detect vandals
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Tools for detecting vandalism are not
efficient to detect vandals

ClueBot rule: Editor is a vandal if it reverts at least N edits 

Kumar et al. (KDD, 2015)



Objective:
Detect vandals in as few edits as 

possible



Data: Wikipedia Vandals
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34,000 Editors Half are vandals

770,000 Edits 160,000 edits by vandals

Time: Jan 2013 - July 2014 

Kumar et al. (KDD, 2015)
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Characteristics of vandals



Editors can edit article pages and talk (discussion) pages



Vandals make visible edits
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Vandals are quicker
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Kumar et al. (KDD, 2015)



Vandals do not discuss

58Kumar et al. (KDD, 2015)
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Vandals make reversion driven edits

59Kumar et al. (KDD, 2015)

0.5

0.0

1.0
Vandal
Benign

Edit a previously 
reverted article

0.35

0.05

Re-edit is 
accepted

0.90

0.32

Edit war

0.12
0.03

Fr
ac

tio
n 

of
 e

di
ts

 



60

Detecting vandals



Pairwise Edit Features

61

Edit 1

Time x Type of page x First edit x Distance x Similarity 
x Reverted or not

Edit 2 Edit 3 Edit 4 Edit 5

Feature 1 Feature 2 Feature 1 Feature 4User:

Kumar et al. (KDD, 2015)



Meta-Features: Transitions

62

Edit 1 Edit 2 Edit 3 Edit 4 Edit 5

Feature 1 Feature 2 Feature 1 Feature 4User:

Feature 1

N x N

Feature 2

Feature 3

Feature 4
Feature 5

1
1

1

Kumar et al. (KDD, 2015)



Vandal Detection

63Kumar et al. (KDD, 2015)

50
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STiki
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VEWS identifies 87% vandals on or before first reversion.
44% vandal are identified before first reversion.



Early Warning System

64

VEWS identifies vandals in 
2.13 edits on average

Kumar et al. (KDD, 2015)



Does reversion information help?

65
Kumar et al. (KDD, 2015)



Combining Multiple Systems

66
Kumar et al. (KDD, 2015)



Summary: Vandals

67

• Vandals: Users that make non-constructive 
contribution

• Vandals are aggressive: they make visible 
edits without discussing and edit war

• Vandals can be detected early by using 
temporal features and relation between edited 
pages 

• Combination of metadata, text and human 
feedback is the best in detecting vandals
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Types of false information

69

Misinformation
honest mistake

Disinformation
deliberate lie to mislead

Wikipedia defines “hoax” as
“deliberately fabricated 
falsehood made to 
masquerade as truth”
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http://abcnews.com.co/obama-signs-
executive-order-banning-national-anthem/
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Hoaxes on Wikipedia

72
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Properties of disinformation



• Many social media users 
“retweet”, “share”, and “like” 
these erroneous reports.  

• These users include average 
citizens who don’t fact-check 
before spreading the news.

• Examples about how hoaxes 
spread.

False Information Goes “Viral” Online



False information spreads quickly

75

Tweets and retweets for 
spread of a fake image 

during first 2 hours
Gupta, et al. (WWW 2013), Shao, et al. (WWW 2016) 

Tweets and retweets by 
users on claims and fact 

checks on a topic



False information cascades deep

76

Rumor cascades tend to be deeper, in that more reshares are 
at greater depths, than the reference cascades. 

Frigerri, et al. (ICWSM 2014)



Which of these news is false?

BREAKING BOMBSHELL: NYPD Blows Whistle on New 
Hillary Emails: Money Laundering, Sex Crimes with 

Children, Child Exploitation, Pay to Play, Perjury

77

Preexisting Conditions and Republican Plans to 
Replace Obamacare

Horne, et al. (ICWSM 2017)



Which of these news is false?

BREAKING BOMBSHELL: NYPD Blows Whistle on New 
Hillary Emails: Money Laundering, Sex Crimes with 

Children, Child Exploitation, Pay to Play, Perjury

78

Preexisting Conditions and Republican Plans to 
Replace Obamacare

Horne, et al. (ICWSM 2017)



How is fake news written?

BREAKING BOMBSHELL: NYPD Blows Whistle on New 
Hillary Emails: Money Laundering, Sex Crimes with 

Children, Child Exploitation, Pay to Play, Perjury

79

Lot of information in 
title

Simple and repetitive 
content

Children Child

Horne, et al. (ICWSM 2017)

Pay Play
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Case study:
Disinformation on Wikipedia



Impact of Wikipedia hoaxes
“The worst hoaxes are those which 
(a) last for a long time, 
(b) receive significant traffic, 
(c) are relied upon by credible news media.”
Jimmy Wales on Quora

81Srijan Kumar, Robert West, Jure Leskovec. “Disinformation on the Web: Impact, Characteristics, and 
Detection of Wikipedia Hoaxes”. WWW 2016.



Impact of Wikipedia hoaxes
“The worst hoaxes are those which 
(a) last for a long time”

82

0.
99

Time t between patrolling and flagging

Kumar, et al. (WWW 2016)



Impact of Wikipedia hoaxes
“The worst hoaxes are those which 
(b) receive significant traffic”

83

10 100 500

Number n of pageviews per day

Kumar, et al. (WWW 2016)



Impact of Wikipedia hoaxes
“The worst hoaxes are those which 
(c) are relied upon by credible news media”

84

1.08
active inlinks

from entire web

Kumar, et al. (WWW 2016)



Wikipedia Hoaxes

Hoax article vs hoax facts 

21,218 hoax articles

85

Hoax lifecycle:

Kumar, et al. (WWW 2016)
Data:  http://cs.umd.edu/~srijan/hoax/
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Successful hoax
pass patrol
survive for a month
viewed frequently

Failed hoax
flagged and 
deleted during 
patrol

Wrongly flagged 
temporarily flagged

Legitimate 
articles
never flagged

Hoax

Non-hoax

Kumar, et al. (WWW 2016)

What are Wikipedia hoaxes like?



Characteristics of Wikipedia hoaxes
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Appearance:
how the article 
looks

Link-network:
how the article 
connects

Support:
how other 
articles refer to it

Editor:
how the article 
creator looks

Kumar, et al. (WWW 2016)



Characteristics of Wikipedia hoaxes

88

Hoax articles are longer, but
they mostly have plain text and 
have lesser web and wiki links.

Features:
o Plain-text length
o Plain-text-to-markup ratio
o Wiki-link density
o Web-link density

Appearance:
how the article 
looks

Link-network:
how the article 
connects

Support:
how other 
articles refer to it

Editor:
how the article 
creator looks

Kumar, et al. (WWW 2016)



Characteristics of Wikipedia hoaxes

89

CC = 0
incoherent article

CC > 0
coherent article

Legitimate articles are more 
coherent than successful hoaxes

Appearance:
hoaxes mostly 
have text and 
few references.

Link-network:
how the article 
connects

Support:
how other 
articles refer to it

Editor:
how the article 
creator looks

Kumar, et al. (WWW 2016)



Characteristics of Wikipedia hoaxes

90

Hoax mentions are less in number, 
more recently created, and
mostly created by IP addresses or 
article creator

Features:
o Number of prior mentions
o Time since first mention
o Creator of first mention

Appearance:
hoaxes mostly 
have text and 
few references.

Link-network:
hoaxes have 
incoherent 
wikilinks.

Support:
how other articles 
refer to it

Editor:
how the article 
creator looks

Kumar, et al. (WWW 2016)



Characteristics of Wikipedia hoaxes
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Hoax creators are more recently 
registered, and 
have lesser editing experience.

Features:
o Creator’s age
o Creator’s experience

Appearance:
hoaxes mostly 
have text and 
few references.

Link-network:
hoaxes have 
incoherent 
wikilinks.

Support:
hoaxes have few, 
recent, suspicious 
mentions.

Editor:
how the article 
creator looks

Kumar, et al. (WWW 2016)
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Detection of disinformation



Detecting Wikipedia hoaxes

93

Will a hoax get 
past patrol?

Is an article 
a hoax?

Is an article flagged 
as hoax really one?

AUC = 71% 
Appearance 
features

AUC = 98% 
Editor and 
Network features

AUC = 86% 
Editor and 
support features

Kumar, et al. (WWW 2016)



Identifying real Wikipedia hoaxes

Steve Moertel

American popcorn 
entrepreneur

Survived for
6 years 11 months!

94

Flagged by us and deleted by Wikipedia administrators

Kumar, et al. (WWW 2016)



Detecting False Tweets

95Gupta, et al. (SocInfo 2014)

Linguistic: swear words, emotion words, “I”, 
“my”, pronouns, etc.
Author: number of followers, friends
Tweet network: number of retweets, mentions, 
reply? retweet?
Time: time since author registration, time since 
tweet

75% NDCG score of prediction
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Can humans identify fake information?
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Can readers identify Wikipedia hoaxes?

98

Results

320 random hoax and non-hoax pairs 
10 raters on Amazon Mechanical Turk rated each pair

Casual readers are gullible to hoaxes.
Accurate detection needs non-appearance features.

50%
Random

66%
Human

86%
Classifier

Kumar, et al. (WWW 2016)



What fools humans?

99

Humans get fooled when article looks more “genuine”, 
and it is assumed to be credible.

Comparing easy- vs hard-to-identify hoaxes

Kumar, et al. (WWW 2016)



What happens when false information is 
pointed out?

Pointing out false information leads to its deletion, as 
observed in case study of Facebook

100Frigerri, et al. (ICWSM 2014)



Summary: Hoaxes

101

• Hoaxes: False information pretending to 
masquerade as genuine information

• Disinformation spreads wide and fast, can 
survive for a long time, are viewed frequently and 
cited from across the web

• Wikipedia hoaxes are longer, but lack references, 
and are created by newer editors

• Hoaxes can be detected efficiently using non-
superficial features

• Humans get fooled into believing hoaxes are 
genuine if it looks genuine

• But pointing out false information leads to its 
deletion
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