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II. Structuring behavioral content 
and integrating behavioral analysis 
with information networks
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Data to Network to Knowledge
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Construction of Heterogeneous
Information Networks from Text

ᾢPhilosophy: Not extensive “labeling” but exploring the
power of massive text corpora!
qMining phrases (the minimal semantic units)
qEntity recognition and typing
qAttribute discovery (entity, attribute name, value)
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Why Mining Phrases?
qUnigrams are ambiguous but phrases are natural, unambiguous

semantic units
qEx.: “United” vs. United States, United Airline, United Parcel Service

qMining semantically meaningful phrases
qTransform text data from word granularity to phrase granularity
qEnhance the power at manipulating unstructured data using 

information networks
qPhrase mining: Most NLP methods may need annotation and training 

qAnnotate hundreds of documents as training data
qTrain a supervised model based on part-of-speech features

Limitations:  High annotation cost
May not be scalable to domain-specific, dynamic, emerging applications

Scientific domains, query logs, or social media, e.g., Yelp, Twitter

Minimal/no training but making good use of massing corpora
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Strategies for Phrase Mining
q Strategy 1: Simultaneously inferring phrases and topics

qBigram topical model [Wallach’06], topical n-gram model [Wang, et al.’07], 
phrase discovering topic model [Lindsey, et al.’12]

qHigh model complexity: Tends to overfitting; High inference cost: Slow

q Strategy 2: Post topic modeling phrase construction
qLabel topic [Mei et al.’07], TurboTopic [Blei & Lafferty’09], KERT 

[Danilevsky, et al.’14]
qWords in the same phrase may be assigned to different topics 

q Ex. … knowledge discovery using least squares support vector
machine …

q Our solution 1: ToPMine [El-kishky, et al., VLDB’15]
q First Phrase Mining then Topic Modeling (No training data at all)

q Our solution 2: SegPhrase+ [Liu, et al., SIGMOD’15]
q Integrating phrase mining and document segmentation (with minimal 

training data)
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ToPMine: The Overall
Phrase Mining Framework

q ToPMine [El-Kishky et al. VLDB’15]
qFirst phrase construction, then topic mining
qContrast with KERT: First topic modeling, then phrase 

mining
qThe ToPMine Framework:

qPerform frequent contiguous pattern mining to extract 
candidate phrases and their counts

qPerform agglomerative merging of adjacent unigrams as 
guided by a significance score—This segments each 
document into a “bag-of-phrases”

qThe newly formed bag-of-phrases are passed as input to 
PhraseLDA, an extension of LDA, that constrains all 
words in a phrase to each sharing the same latent topic
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Phrase Mining: Frequent Pattern 
Mining + Statistical Analysis 
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[Markov blanket] [feature selection] for [support vector 
machines]

[knowledge discovery] using [least squares] [support 
vector machine] [classifiers] 

…[support vector] for [machine learning]…

Phrase Raw 
freq.

True 
freq.

[support vector machine] 90 80

[vector machine] 95 0 

[support vector] 100 20

Quality 
phrases

Based on significance score [Church et al.’91]:

α(P1, P2) ≈ (f(P1●P2) ̶ µ0(P1,P2)) / f(P1●P2)1/2



What Kind of Phrases are
of “High Quality”?

qJudging the quality of phrases
qPopularity

q“information retrieval” vs. “cross-language 
information retrieval”

qConcordance
q“powerful tea” vs. “strong tea”
q“active learning” vs. “learning classification”

qInformativeness
q“this paper” (frequent but not discriminative, not 

informative)
qCompleteness

q“vector machine” vs. “support vector machine” 
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ToPMine: Experiments on Yelp Reviews
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ToPMine: Faster and Generating 
Better Quality Phrases
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Running time of 
different algorithms

Phrase quality 
measured by z-score



SegPhrase: From Raw Corpus 
to Quality Phrases and Segmented Corpus

13
J. Liu et al. Mining Quality Phrases from Massive Text Corpora. SIGMOD,
2015 (won Grand Prize in Yelp Dataset Challenge).

Document 1
Citation recommendation is an interesting but 
challenging research problem in data mining 
area. 
Document 2
In this study, we investigate the problem in 
the context of heterogeneous information 
networks using data mining technique.

Phrase Mining

Document 3
Principal Component Analysis is a linear 
dimensionality reduction technique
commonly used in machinelearning
applications.

Quality Phrases

Phrasal Segmentation

Raw Corpus Segmented Corpus

Input Raw Corpus Quality Phrases Segmented Corpus

+ A small set of labels
or a general KB

Integrating phrase mining with phrasal segmentation



Experiments: Interesting Phrases Generated 
(From the Titles and Abstracts of SIGMOD)
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Query SIGMOD

Method SegPhrase+ Chunking (TF-IDF & C-Value)
1 data base data base
2 database system database system
3 relational database query processing
4 query optimization query optimization
5 query processing relational database
… … …
51 sql server database technology
52 relational data database server
53 data structure large volume
54 join query performance study
55 web service web service
… … …
201 high dimensional data efficient implementation
202 location based service sensor network
203 xml schema large collection
204 two phase locking important issue
205 deep web frequent itemset
… … …

Only in SegPhrase+ Only in Chunking



Mining Quality Phrases in Multiple Languages

qBoth ToPMine and SegPhrase+ are 
extensible to mining quality phrases in 
multiple languages
qSegPhrase+ on Chinese (From Chinese 

Wikipedia)
qToPMine on Arabic (From Quran Fus7a 

Arabic)(no preprocessing)
qExperimental results of Arabic phrases:
àاورفك Those who disbelieve

میحرلانمحرلااللهمسب à In the name 
of God the Gracious and Merciful
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Rank Phrase In English
… … …
62 首席_执行官 CEO
63 中间_偏右 Middle-right
… … …
84 百度_百科 Baidu Pedia
85 热带_气旋 Tropical cyclone
86 中国科学院_院士 Fellow of Chinese 

Academy of Sciences
… … …
1001 十大_中文_金曲 Top-10 Chinese Songs
1002 全球_资讯网 Global Info Website
1003 天一阁_藏_明代_科举_录_选刊 A Chinese book name
… … …
9934 国家_戏剧_院 National Theater
9935 谢谢_你 Thank you
… … …
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Information Networks from Text
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Why Entity Recognition and Typing 
from Massive Corpora?

qTraditional named entity recognition systems are designed for major 
types (e.g., PER, LOC, ORG) and general domains (e.g., news)
qRequire additional steps to adapt to new domains/types
qExpensive human labor on annotation

q500 documents for entity extraction; 20,000 queries for entity linking
qUnsatisfying agreement due to various granularity levels and scopes of 

types

qEntities obtained by entity linking techniques have limited coverage and 
freshness
q> 50% unlinkable entity mentions in Web corpus [Lin et al., EMNLP’12] 
q> 90% in our experiment corpora: tweets, Yelp reviews, …

qA new approach: ClusType: Entity Recognition and Typing by Relation 
Phrase-Based Clustering [Ren, et al., KDD 2015]
qRecognizing entity mentions of target types with minimal/no human 

supervision and with no requirement that entities can be found in a KB 
(distant supervision)

17



Recognizing Typed Entities
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The best BBQ I’ve tasted in 
Phoenix! I had the pulled pork 
sandwich with coleslaw and 
baked beans for lunch. ... The
owner is very nice. …

The best BBQ:Food I’ve tasted in 
Phoenix:LOC ! I had the [pulled 
pork sandwich]:Food with 
coleslaw:Food and [baked 
beans]:Food for lunch. … The
owner:JOB_TITLE is very nice. …

FOOD
LOCATION
JOB_TITLE
EVENT
ORGANIZATIO
N
…

Target Types

Identifying token span as entity mentions in documents and labeling their types

Enabling structured analysis
of unstructured text corpus

Plain text Text with typed entities

FOOD LOCATION EVENT



ClusType: A Distant Supervision Framework

19

Problem: Distantly-supervised entity 
recognition in a domain-specific corpus

qGiven: (1) a domain-specific 
corpus D, (2) a knowledge base 
(e.g., Freebase), (3) a set of target 
types (T) from a KB

qDetect candidate entity mentions in 
D, and categorize each candidate 
mention by target types or Not-Of-
Interest (NOI)

ClusType: Effective Entity Recognition and Typing by

Relation Phrase-Based Clustering

Xiang Ren† Ahmed El-Kishky† Chi Wang‡ Fangbo Tao† Clare R. Voss ? Heng Ji ] Jiawei Han†

† University of Illinois at Urbana-Champaign, Urbana, IL, USA
‡ Microsoft Research, Redmond, WA, USA
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ABSTRACT
Entity recognition is an important but challenging research
problem. In reality, many text collections are from spe-
cific, dynamic, or emerging domains, which poses significant
new challenges for entity recognition with increase in name
ambiguity and context sparsity, requiring entity detection
without domain restriction. In this paper, we investigate
entity recognition (ER) with distant-supervision and pro-
pose a novel relation phrase-based ER framework, called
ClusType, that runs data-driven phrase mining to gen-
erate entity mention candidates and relation phrases, and
enforces the principle that relation phrases should be softly
clustered when propagating type information between their
argument entities. Then we predict the type of each entity
mention based on the type signatures of its co-occurring re-
lation phrases and the type indicators of its surface name,
as computed over the corpus. Specifically, we formulate a
joint optimization problem for two tasks, type propagation
with relation phrases and multi-view relation phrase clus-
tering. Our experiments on multiple genres—news, Yelp
reviews and tweets—demonstrate the e↵ectiveness and ro-
bustness of ClusType, with an average of 37% improvement
in F1 score over the best compared method.

1. INTRODUCTION
Entity recognition is an important task in text analysis.

Identifying token spans as entity mentions in documents and
labeling their types (e.g., people, product or company) en-
ables e↵ective structured analysis of unstructured text cor-
pus. The extracted entity information can be used in a va-
riety of ways (e.g., to serve as primitives for information ex-
traction [26] and knowledge base (KB) population [2], and
to assist question answering [5]). Traditional named entity
recognition systems [24, 21] are usually designed for several
major types (e.g., person, organization, location) and gen-
eral domains (e.g., news), and so require additional steps for
adaptation to a new domain and new types.

Entity linking techniques [28] map from given entity men-
tions detected in text to entities in KBs like Freebase [1],
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Figure 1: An example of distant supervision.

where type information can be collected. But most of such
information is manually curated, and thus the set of enti-
ties so obtained is of limited coverage and freshness (e.g.,
over 50% entities mentioned in Web documents are unlink-
able [15]). The rapid emergence of large, domain-specific
text corpora (e.g., product reviews) poses significant chal-
lenges to traditional entity recognition and entity linking
techniques and calls for methods of recognizing entity men-
tions of target types with minimal or no human supervision,
and with no requirement that entities can be found in a KB.
There are broadly two kinds of e↵orts towards that goal:

weak supervision and distant supervision. Weak supervi-
sion relies on manually-specified seed entity names in ap-
plying pattern-based bootstrapping methods [9, 11, 12] or
label propagation methods [14, 31] to identify more entities
of each type. Both methods assume the seed entities are
unambiguous and su�ciently frequent in the corpus, which
requires careful seed entity selection by human [13]. Dis-
tant supervision is a more recent trend, aiming to reduce
expensive human labor by utilizing entity information in
KBs [22, 20, 15] (see Fig. 1). The typical workflow is: i)
detect entity mentions from a corpus, ii) map candidate
mentions to KB entities of target types, and iii) use those
confidently mapped {mention, type} pairs as labeled data
to infer the types of remaining candidate mentions.
In this paper, we study the problem of distantly-supervised

entity recognition in a domain-specific corpus: Given a domain-
specific corpus and a set of target entity types from a KB,
we aim to e↵ectively and e�ciently detect entity mentions
from that corpus, and categorize each by target types or
Not-Of-Interest (NOI), with distant supervision. Existing
distant supervision methods encounter the following limita-
tions when handling a large, domain-specific corpus.
• Domain Restriction: They assume entity mentions are

Solution:
q Detect entity mentions from text
q Map candidate mentions to KB entities of target types
q Use confidently mapped {mention, type} to infer types of remaining candidate mentions



Entity Recognition and Typing: 
Challenges and Solutions

20

q Challenge 1: Domain Restriction:  Extensive training, use general-domain corpora, 
not work well on specific, dynamic or emerging domains (e.g., tweets, Yelp reviews)

q Solution:  Domain-agnostic phrase mining: Extracts candidate entity mentions with
minimal linguistic assumption (e.g., only use POS tagging)

q Challenge 2: Name ambiguity: Multiple entities may share the same surface name
q Solution: Model each mention based on its surface name and context

Washington State or Washington
Sport teamGovernment State …

While Griffin is not the part of Washington’s 
plan on Sunday’s game, …

… news from Washington indicates that the 
congress is going to…

It is one of the best state parks in Washington.

Sentence Freq.
The magnitude 9.0 quake caused widespread devastation in
[Kesennuma city]

12

… tsunami that ravaged [northeastern Japan] last Friday 31
The resulting tsunami devastate [Japan]’s northeast 244

q Challenge 3:  Context Sparsity: There are many ways to describe the same relation
q Solution: cluster 

relation phrase, 
infer synonymous 
relation phrases



The ClusType Framework: Phrase Segmentation 
and Heterogeneous Graph Construction

21

qPOS-constrained phrase segmentation for mining candidate
entity mentions and relation phrases, simultaneously

qConstruct a heterogeneous graph to represent available 
information in a unified form
Entity mentions are kept
as individual objects to be
disambiguated

Linked to entity surface
names & relation phrases

distant supervision methods encounter the following limita-
tions when handling a large, domain-specific corpus.
• Domain Restriction: They assume entity mentions are
already extracted by existing entity detection tools such as
noun phrase chunkers. These tools are usually trained on
general-domain corpora like news articles (clean, grammat-
ical) and make use of various linguistic features, but do not
work well on specific, dynamic or emerging domains (e.g.,
tweets or restaurant reviews).
• Name Ambiguity: Entity names are often ambiguous—
multiple entities may share the same surface name. In Fig. 1,
for example, the surface name “Washington” can refer to
either the U.S. government, a sport team, or the U.S. capital
city. However, most existing studies [29, 12] simply output a
type distribution for each surface name, instead of an exact
type for each mention of the entity.
• Context Sparsity: Previous methods have di�culties in
handling entity mentions with sparse context. They lever-
age a variety of contextual clues to find sources of shared
semantics across di↵erent entities, including keywords [31],
Wikipedia concepts [29], linguistic patterns [22] and tex-
tual relations [15]. However, there are often many ways to
describe even the same relation between two entities (e.g.,
“beat” and “won the game 34-28 over” in Fig. 1). This poses
challenges on typing entity mentions when they are isolated
from other entities or only share infrequent (sparse) context.
We address these challenges with several intuitive ideas.

First, to address the domain restriction, we consider a domain-
agnostic phrase mining algorithm to extract entity mention
candidates with minimal dependence of linguistic assump-
tion (e.g., part-of-speech (POS) tagging requires fewer as-
sumptions of the linguistic characteristics of a domain than
semantic parsing). Second, to address the name ambiguity,
we do not simply merge the entity mention candidates with
identical surface names but model each of them based on
its surface name and contexts. Third, to address the con-
text sparsity, we mine relation phrases co-occurring with the
mention candidates, and infer synonymous relation phrases
which share similar type signatures (i.e., express similar
types of entities as arguments). This helps form connecting
bridges among entities that do not share identical context,
but share synonymous relation phrases.

To systematically integrate these ideas, we develop a novel
solution called ClusType. First, it mines both entity men-
tion candidates and relation phrases by POS-constrained
phrase segmentation; this demonstrates great cross-domain
performance (Sec. 3.1). Second, it constructs a heteroge-
neous graph to faithfully represent candidate entity men-
tions, entity surface names, and relation phrases and their
relationship types in a unified form (see Fig. 2). The en-
tity mentions are kept as individual objects to be disam-
biguated, and linked to surface names and relation phrases
(Sec. 3.2-3.4). With the heterogeneous graph, we formulate
a graph-based semi-supervised learning of two tasks jointly:
(1) type propagation on graph, and (2) relation phrase clus-
tering. By clustering synonymous relation phrases, we can
propagate types among entities bridged via these synony-
mous relation phrases. Conversely, derived entity argument
types serve as good features for clustering relation phrases.
These two tasks mutually enhance each other and lead to
quality recognition of unlinkable entity mentions. In this
paper, we present an alternating minimization algorithm to
e�ciently solve the joint optimization problem, which iter-
ates between type propagation and relation phrase clustering
(Sec. 4). To our knowledge, this is the first work to integrate
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Figure 2: The constructed heterogeneous graph.

entity recognition with textual relation clustering.
The major novel contributions of this paper are as follows:

(1) we develop an e�cient, domain-independent phrase min-
ing algorithm for entity mention candidate and relation phrase
extraction; (2) we propose a relation phrase-based entity
recognition approach which models the type of each en-
tity mention in a scalable way and softly clusters relation
phrases, to resolve name ambiguity and context sparsity
issues; (3) we formulate a joint optimization problem for
clustering-integrated type propagation; and (4) our experi-
ments on three datasets of di↵erent genres—news, Yelp re-
views and tweets— demonstrate that the proposed method
achieves significant improvement over the state-of-the-art
(e.g., 58.3% enhancement in F1 on the Yelp dataset over
the best competitor from existing work).

2. PROBLEM DEFINITION
The input to our proposed ER framework is a document

collection D, a knowledge base  with type schema T , and a
target type set T ⇢ T . In this work, we use the type schema
of Freebase [1] and assume T is covered by Freebase.
An entity mention, m, is a token span in the text docu-

ment which refers to a real-world entity e. Let c
m

denote
the surface name of m. In practice, people may use mul-
tiple surface names to refer to the same entity (e.g., “black
mamba” and “KB” for Kobe Bryant). On the other hand, a
surface name c could refer to di↵erent entities (e.g., “Wash-
ington” in Fig. 1). Moreover, even though an entity e can
have multiple types (e.g., J.F.K. airport is both a location
and an organization), the type of its specific mention m is
usually unambiguous [8]. We use a type indicator vector
y

m

2 {0, 1}T to denote the entity type for each mention m,
where T = |T | + 1, i.e., m has type t 2 T or is Not-of-
Interest (NOI). By estimating y

m

, one can predict type of
m as type (m) = argmax1iT

ym,i .
Extracting textual relations from documents has been pre-

viously studied [4] and applied to entity typing [22, 15]. A
relation phrase is a phrase that denotes a unary or binary re-
lation in a sentence [4] (see Fig. 3 for example). We leverage
the rich semantics embedded in relation phrases to provide
type cues for their entity arguments. Specifically, we define
the type signature of a relation phrase p as two indicator vec-
tors pL ,pR 2 RT . They measure how likely the left/right
entity arguments of p belong to di↵erent types (T or NOI). A
large positive value on pL,t (pR,t ) indicates that the left/right
argument of p is likely of type t.
Let M = {m1, ...,m

M

} denote the set of M candidate en-
tity mentions extracted from D. Suppose a subset of entity
mentions M

L

⇢ M can be confidently mapped to entities in
 . The type of a linked candidate m 2 M

L

can be obtained
based on its mapping entity 

e

(m) (see Sec. 4.1). This work
focuses on predicting the types of unlinkable candidate men-

Weight assignment: The 
more two objects are likely to 
share the same label, the larger 
the weight will be associated 
with their connecting edge



The ClusType Framework: Mutual Enhancement of Type 
Propagation and Relation Phrase Clustering

22

qWith the constructed graph, formulate a graph-based
semi-supervised learning of two tasks jointly:

Type propagation on heterogeneous graph

Multi-view relation phrase clustering
Propagate type information
among entities bridges via

synonymous relation phrases

Derived entity argument types serve
as good feature for clustering

relation phrases

Mutually enhancing each other; leads to quality
recognition of unlinkable entity mentions



ClusType: A General Framework Overview

qCandidate Generation
q Perform phrase mining on a POS-tagged corpus to extract candidate

entity mentions and relation phrases

qConstruction of Heterogeneous Graphs
q Construct a heterogeneous graph to encode our insights on modeling

the type for each entity mention
q Collect seed entity mentions as labels by linking extracted mentions to

the KB

qRelation Phrase Clustering
q Estimate type indicator for unlinkable candidate mentions with the

proposed type propagation integrated with relation phrase clustering
on the constructed graph

23



Candidate Generation

24

qPhrase mining incorporating both corpus-level statistics and
syntactic constraints
qGlobal significance score: Filter low-quality candidates; generic POS

tag patterns: remove phrases with improper syntactic structure
qExtend ToPMine to partition corpus into segments which meet both

significance threshold and POS patternsà candidate entity mentions &
relation phrases
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EP: entity mention candidate; RP: relation phrase.

Figure 3: Example output of candidate generation.

tions M
U

= M\M
L

, where M
U

may consist of (1) mentions
of the emerging entities which are not in  ; (2) new names
of the existing entities in  ; and (3) invalid entity mentions.
Formally, we define the problem of distantly-supervised
entity recognition as follows

Definition 1 (Problem Definition). Given a docu-
ment collection D, a target type set T and a knowledge base
 , our task aims to: (1) extract candidate entity mentions
M from D; (2) generate seed mentions M

L

with  ; and (3)
for each unlinkable candidate mention m 2 M

U

, estimate its
type indicator vector y

m

to predict its type.

In our study, we assume each mention within a sentence is
only associated with a single type t 2 T . We also assume
the target type set T is given (It is outside the scope of this
study to generate T ). Finally, while our work is independent
of entity linking techniques [28], our ER framework output
may be useful to entity linking.

Framework Overview. Our overall framework is as follows:

1. Perform phrase mining on a POS-tagged corpus to ex-
tract candidate entity mentions and relation phrases, and
construct a heterogeneous graph G to represent available
information in a unified form, which encodes our insights
on modeling the type for each entity mention (Sec. 3).

2. Collect seed entity mentions M
L

as labels by linking ex-
tracted candidate mentions M to the KB  (Sec. 4.1).

3. Estimate type indicator y for unlinkable candidate men-
tion m 2 M

U

with the proposed type propagation inte-
grated with relation phrase clustering on G (Sec. 4).

3. CONSTRUCTION OF GRAPHS
We first introduce candidate generation in Sec. 3.1, which

leads to three kinds of objects, namely candidate entity men-
tions M, their surface names C and surrounding relation
phrases P. We then build a heterogeneous graph G, which
consists of multiple types of objects and multiple types of
links, to model their relationship. The basic idea for con-
structing the graph is that: the more two objects are likely
to share the same label (i.e., t 2 T or NOI), the larger the
weight will be associated with their connecting edge.
Specifically, the constructed graph G unifies three types

of links: mention-name link which represents the mapping
between entity mentions and their surface names, entity
name-relation phrase link which captures corpus-level co-
occurrences between entity surface names and relation phrase,
and mention-mention link which models distributional sim-
ilarity between entity mentions. This leads to three sub-
graphs GM,C , GC,P and GM, respectively. We introduce
the construction of them in Secs. 3.2–3.4.

3.1 Candidate Generation
To ensure the extraction of informative and coherent en-

tity mentions and relation phrases, we introduce a scal-
able, data-driven phrase mining method by incorporating
both corpus-level statistics and syntactic constraints. Our
method adopts a global significance score to guide the filter-
ing of low-quality phrases and relies on a set of generic POS

Table 1: Performance on entity detection.
Method NYT Yelp Tweet

Prec Recall Prec Recall Prec Recall
Our method 0.469 0.956 0.306 0.849 0.226 0.751
NP chunker 0.220 0.609 0.296 0.247 0.287 0.181

patterns to remove phrases with improper syntactic struc-
ture [4]. By extending the methodology used in [3], we can
partition sentences in the corpus into non-overlapping seg-
ments which meet a significance threshold and satisfy our
syntactic constraints. In doing so, entity candidates and
relation phrases can be jointly extracted in an e↵ective way.
First, we mine frequent contiguous patterns (i.e., sequences

of tokens with no gap) up to a fixed length and aggregate
their counts. A greedy agglomerative merging is then per-
formed to form longer phrases while enforcing our syntactic
constraints. Suppose the size of corpus D is N and the
frequency of a phrase S is denoted by �(S). The phrase-
merging step selects the most significant merging, by com-
paring the frequency of a potential merging of two consecu-
tive phrases, �(S1�S2), to the expected frequency assuming
independence, N �(S1)

N

�(S2)
N

. Additionally, we conduct syn-
tactic constraint check on every potential merging by ap-
plying an entity check function I

e

(·) and a relation check
function I

p

(·). I
e

(S) returns one if S is consecutive nouns
and zero otherwise; and I

p

(S) return one if S (partially)
matches one of the patterns in Table 2. Similar to Student’s
t-test, we define a score function ⇢

X

(·) to measure the sig-
nificance and syntactic correctness of a merging [3], where
X can be e (entity mention) or p (relation phrase).

⇢
X

(S1, S2) =
�(S1 � S2)�N �(S1)

N

�(S2)
Np

�(S1 � S2)
· I

X

(S1 � S2) (1)

At each iteration, the greedy agglomerative algorithm per-
forms the merging which has highest scores (⇢

e

or ⇢
p

), and
terminates when the next highest-score merging does not
meet a pre-defined significance threshold. Relation phrases
without matched POS patterns are discarded and their valid
sub-phrases are recovered. As all merged phrases are fre-
quent, we have fast access to their aggregate counts and thus
it is e�cient to compute the score of a potential merging.
Fig. 3 provides an example output of the candidate gener-

ation on New York Times (NYT) corpus. We further com-
pare our method with a popular noun phrase chunker1 in
terms of entity detection performance, using the extracted
entity mentions. Table 1 summarizes the comparison results
on three datasets from di↵erent domains (see Sec. 5 for de-
tails). Recall is most critical for this step, since we can rec-
ognize false positives in later stages of our framework, but
no chance to later detect the misses, i.e., false negatives.

Table 2: POS tag patterns for relation phrases.
Pattern Example

V disperse; hit; struck; knock;
P in; at; of; from; to;

V P locate in; come from; talk to;
VW⇤(P) caused major damage on; come lately
V-verb; P-prep; W-{adv | adj | noun | det | pron}

W

⇤
denotes multiple W; (P) denotes optional.

3.2 Mention-Name Subgraph
In practice, directly modeling the type indicator for each

candidate mention may be infeasible due to the large num-
ber of candidate mentions (e.g., |M| > 1 million in our ex-
periments). This results in an intractable size of parameter
space, i.e., O(|M |T ). Intuitively, both the entity name and
the surrounding relation phrases provide strong cues on the
type of a candidate entity mention. In Fig. 1, for exam-
ple, the relation phrase “beat” suggests “Golden Bears” can
1TextBlob: http://textblob.readthedocs.org/en/dev/

Relation phrase: Phrase that denotes a unary
or binary relation in a sentence
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to share the same label (i.e., t 2 T or NOI), the larger the
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graphs GM,C , GC,P and GM, respectively. We introduce
the construction of them in Secs. 3.2–3.4.

3.1 Candidate Generation
To ensure the extraction of informative and coherent en-

tity mentions and relation phrases, we introduce a scal-
able, data-driven phrase mining method by incorporating
both corpus-level statistics and syntactic constraints. Our
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pare our method with a popular noun phrase chunker1 in
terms of entity detection performance, using the extracted
entity mentions. Table 1 summarizes the comparison results
on three datasets from di↵erent domains (see Sec. 5 for de-
tails). Recall is most critical for this step, since we can rec-
ognize false positives in later stages of our framework, but
no chance to later detect the misses, i.e., false negatives.
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candidate mention may be infeasible due to the large num-
ber of candidate mentions (e.g., |M| > 1 million in our ex-
periments). This results in an intractable size of parameter
space, i.e., O(|M |T ). Intuitively, both the entity name and
the surrounding relation phrases provide strong cues on the
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Recall is most critical for this step,since later we
cannot detect the misses (i.e., false negatives)
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feature vector f (i) 2 Rn is used to represent the importance
of M

i

, where dimensions of f (i) correspond to entity name
strings C. f

(i)

j

is defined as TF-IDF score of c
j

, i.e., f (i)

j

=

n

d

(c
j

) · log �|D|/nD(c
j

)
�

, with term frequency n

d

(c
j

) in d

and document frequency nD(c
j

) in D. We further follow the
construction of K-nearest neighbor (KNN) graph [9] to build
a mention a�nity subgraph, denoted by adjacency matrix
WM 2 RM⇥M . In particular, each mention is linked to its
K most similar mentions which share the same entity name,
in terms of their mention features f as follows:

WM,ij

=

8

<

:

sim(f (i), f (j)), if f (i) 2 N
K

(f (j)) or f

(j) 2 N
K

(f (i));

and c(m
j

) = c(m
j

);
0, otherwise.

where sim(f (i), f (j)) is defined as heat kernel function, i.e.,
sim(f (i), f (j)) = exp

�
�kf (i) � f

(j)k2/t
�
with t = 5. We N

K

(f)
to denoteK nearest neighbors of f , and c(m) to denote name
string of mention m.

3.3 Seed Mention Generation
As mentioned in Sec. 4.2, we leverage existing entities in

KB to provide type information for part of our extracted
candidate entity mentions M. This leads to a set of labeled
mentions M

L

. Our goal is then on typing M
U

= M/M
L

.
Specifically, we utilize state-of-the-art entity name disam-

biguation tool1 [20] to map each candidate mention m to
Freebase entities. Each linked mentions is associated with a
confidence score ⌘. We select those which have high confi-
dence scores (⌘ � 0.8) to ensure good accuracy on the entity
mapping process. Suppose the mapped entity for a linked
mention m is denoted as e(m). Entity types for e(m), de-
noted as T (m), can be retrieved from Freebase. We filter
mentions which correspond to multiple types in our target
type set (i.e., |T (m) \ T | > 1), leading to a set of confi-
dently labeled mentions M

L

. Entities with multiple target
types are not considered here since assigning their types to
candidate mentions may cause ambiguity. Table 5 shows
the statistics of our seed generation.[Give statistics table for
one dataset; explain somehow]. We assign the value for type
indicator y of linked mention c 2 M

L

as follows

y

t

=

⇢

1, if T (m) \ T = {t};
0, otherwise.

for t 2 T . Meanwhile, y
None

is assigned with 1 if T (m)\T =

;; and 0 otherwise. Note that our proposed framework is
orthogonal to entity linking and name disambiguation tech-
niques. A better linking method could help us generate seed
mentions M

U

with higher quality.

4. CLUSTERING-INTEGRATED TYPE
PROPAGATION ON GRAPHS

This sections introduces our unified framework for jointly
type propagation and relation phrase clustering on graphs.
A straightforward solution is to first conduct hard cluster-

ing on relation phrases based on multiple available features,

1

http://spotlight.dbpedia.org/

and then derive type signature for each relation phrase clus-
ters. Such a solution encounter several problems: (1) one re-
lation phrase may carry multiple type signatures; (2) mined
phrase clusters may not properly capture the type semantic
we wantl and (3) type propagation performance may not be
optimized by the derived clusters.
In our solution, we formulate a joint optimization prob-

lem which minimizes the semi-supervised classification er-
ror, and the multi-view relation phrase clustering objective
simultaneously. By doing so, we can learn type indicator to
preserve structure of the constructed graph as well as type
consistency with labeled mentions, and softly cluster rela-
tion phrases in terms of various features.
Sec. 4.1 introduces the features for multi-view relation

phrase clustering. We explain the joint optimization prob-
lem in Sec. 4.2 and design an e�cient iterative algorithm to
solve it in Sec. 4.3 along with its computational complexity
analysis in Sec. 4.4.

4.1 Relation Phrase Clustering Features

Hypothesis 3 (Type coherence in relation cluster).
Relation phrases which have similar cluster memberships tend
to have similar type signatures for both left and right argu-
ments jointly.

Hypothesis 4 (Relation phrases similarity). Two
relation phrases are similar, i.e., tend to have similar cluster
membership, if (1) their string are similar; (2) their context
words are similar; and (3) their argument types are similar.

4.2 The Joint Optimization Problem
The end goal of the problem is to infer the exact type (or

NIL) for each unlinkable entity mention candidate m 2 M
U

in text. Directly modeling the type for each entity mention
candidate is challenging. This is because inscalability and
di�culty in generalization of the resulting method.
In order to estimate type for each entity mention, we pro-

pose an optimization problem which initializes the type sig-
natures of some relation phrases {p} ⇢ P with the types of
seed linked mentions. The objective function is as follows:
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are the terms to model local and global consistency by en-
suring that objects with large edge weights tend to have
similar type indicators, for their left and right arguments.
This models Hypothesis 1. D

(C)
L

, D
(C)
R

, D
(P)

L

, D
(P)

R

are de-
gree matrices which will be elaborated later.
The second term L is defined as

L
↵

�

P
L

,P
R

, {U(v)

,V(v)},U⇤� (3)

=
d

X

v=0

�

(v)

�kF(v) �U(v)V(v)T k2
F

+ ↵kU(v)Q(v) �U⇤k2
F

�

.

Table 5: Statistics on generated seeds.

feature vector f (i) 2 Rn is used to represent the importance
of M

i

, where dimensions of f (i) correspond to entity name
strings C. f

(i)

j

is defined as TF-IDF score of c
j

, i.e., f (i)

j

=

n

d

(c
j

) · log �|D|/nD(c
j

)
�

, with term frequency n

d

(c
j

) in d

and document frequency nD(c
j

) in D. We further follow the
construction of K-nearest neighbor (KNN) graph [9] to build
a mention a�nity subgraph, denoted by adjacency matrix
WM 2 RM⇥M . In particular, each mention is linked to its
K most similar mentions which share the same entity name,
in terms of their mention features f as follows:

WM,ij

=

8

<

:

sim(f (i), f (j)), if f (i) 2 N
K

(f (j)) or f

(j) 2 N
K

(f (i));

and c(m
j

) = c(m
j

);
0, otherwise.

where sim(f (i), f (j)) is defined as heat kernel function, i.e.,
sim(f (i), f (j)) = exp

�
�kf (i) � f

(j)k2/t
�
with t = 5. We N

K

(f)
to denoteK nearest neighbors of f , and c(m) to denote name
string of mention m.

3.3 Seed Mention Generation
As mentioned in Sec. 4.2, we leverage existing entities in

KB to provide type information for part of our extracted
candidate entity mentions M. This leads to a set of labeled
mentions M

L

. Our goal is then on typing M
U

= M/M
L

.
Specifically, we utilize state-of-the-art entity name disam-

biguation tool1 [20] to map each candidate mention m to
Freebase entities. Each linked mentions is associated with a
confidence score ⌘. We select those which have high confi-
dence scores (⌘ � 0.8) to ensure good accuracy on the entity
mapping process. Suppose the mapped entity for a linked
mention m is denoted as e(m). Entity types for e(m), de-
noted as T (m), can be retrieved from Freebase. We filter
mentions which correspond to multiple types in our target
type set (i.e., |T (m) \ T | > 1), leading to a set of confi-
dently labeled mentions M

L

. Entities with multiple target
types are not considered here since assigning their types to
candidate mentions may cause ambiguity. Table 5 shows
the statistics of our seed generation.[Give statistics table for
one dataset; explain somehow]. We assign the value for type
indicator y of linked mention c 2 M

L

as follows

y

t

=

⇢

1, if T (m) \ T = {t};
0, otherwise.

for t 2 T . Meanwhile, y
None

is assigned with 1 if T (m)\T =

;; and 0 otherwise. Note that our proposed framework is
orthogonal to entity linking and name disambiguation tech-
niques. A better linking method could help us generate seed
mentions M

U

with higher quality.

4. CLUSTERING-INTEGRATED TYPE
PROPAGATION ON GRAPHS

This sections introduces our unified framework for jointly
type propagation and relation phrase clustering on graphs.
A straightforward solution is to first conduct hard cluster-

ing on relation phrases based on multiple available features,

1

http://spotlight.dbpedia.org/

and then derive type signature for each relation phrase clus-
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F

�

.

In particular, we have F(0) = P
L

and F(1) = P
R

. Here,
we define diagonal matrices {Q(v)} as Q

(v)

kk

=
P

T

i=1

V
(v)

ik

. It

normalizes the cluster indicators {U(v)} to proper scale (i.e.,
kX(v)k

1

= kU(v)Q(v)k
1

), so that they are comparable under
the same consensus matrix U⇤ [19].

In particular, the latent matrix factorization on matrices
P

L

⇡ U
L

VT

L

and P
R

⇡ U
R

VT

R

models Hypothesis 3. It
approximates the type signature (for the left and right ar-
guments) of a relation phrase, by weighted combination of
each cluster’s type signature {V

L

,V
R

} with respect to each
relation phrase’s cluster membership {U⇤}. Note that by
imposing the consensus constraint on {U(v)}, they are ap-
proximately sharing the same cluster information as U⇤.

The L
↵

term in Eq. (2) models multi-view clustering us-
ing di↵erent kinds of features by matrix factorization, which
encodes Hypothesis 4. In particular, the type signatures for
relation phrase’s left and right arguments are a newly intro-
duced features, which will be validated in experiment study.
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where f(·) is a aggregation function which combines type
signatures from left and right arguments of relation phrases,
and entity candidates, respectively. In this study, we choose
the equally weighted linear function, i.e., f(X,Y,Z) = X+
Y + Z. Other choices includes element-wise product.

Function ⌦
�,µ

models the type for each mention candidate
by the first term, the correlation between mentions in terms
of their context by the second term, (Hypothesis 2), and the
prior knowledge from linked entity mentions by the third
term (Hypothesis ??).

To model the semantic meaning of clustering, we impose
non-negativity constraints on cluster membership matrices
{U(v),V(v)} and U

⇤. Since we want to derive for each men-
tion candidate its exact entity type, the 0-1 integer con-
straint Y 2 {0, 1}M⇥T and Y1 = 1 make sure each mention
takes one type. Finally, we require

P
d

v=0

exp(��(v)) = 1
to avoid trivial solution which completely favors a certain
view with least reconstruction error. With the objective O
in Eq. (2), we define the joint optimization problem as fol-
lows.

min
Y,C,P,PR,U⇤

{U(v),V(v), �(v)}

O
↵,�,µ,�L,�⌦ (5)

s.t. Y 2 {0, 1}M⇥T

, Y1 = 1;

U⇤ � 0, U(v) � 0, V(v) � 0;
d

X

v=0

exp(��

(v)) = 1, 80  v  d.

There are five tuning parameters 0  {↵, �, µ,�
L

,�

⌦

}  1.
↵ controls the degree of consistency between cluster mem-
berships under di↵erent views. � controls the guidance from
mention correlation when deriving entity type for the men-
tions. µ controls the prior knowledge from linked entity
mentions. {�

L

,�

⌦

} trade-o↵s the information from rela-
tion phrase clustering and knowledge on entity mentions,
when deriving type indicator (signatures) for entity candi-
dates and relation phrases.

4.3 The ClusType Algorithm
The optimization problem in Eq. (5) is a mix-integer pro-

gramming which is NP-hard. To e�ciently solve it, we pro-
pose a two-step approximate solution, which first solves its
continuous relaxation and then imposes the constraints back
by selecting the most likely type for each mention based on
the estimated bY.
More precisely, by relaxing constraints onY toY 2 RM⇥T ,

we can transform the problem in Eq. (5) into a non-convex
optimization problem as follows
n

bC,

bP
L

,

bP
R

,

bY,

bU⇤

{bU(v)

,

bV(v)

,

b

�

(v)}
v

o

= argmin O
↵,�,µ,�L,�⌦ (6)

s.t. U⇤ � 0, U(v) � 0, V(v) � 0;
d

X

v=0

exp(��

(v)) = 1, 80  v  d.

With the estimated variables b
Y, we could impose the con-

straints back to obtain the final estimation Y⇤ as follows

Y

⇤
ij

= I

�

b

Y

ij

= max bY
i

�

(7)

where I(·) is an indicator function which returns 1 if b

Y

ij

is
the maximal element in its row Y

i

or 0 otherwise.
Directly solving Eq. (6) is not easy because the objective

function is non-convex. We develop an alternative mini-
mization algorithm, called ClusType, which alternatively
optimized the problem with respect to each variable.

The learning algorithm essentially accomplishes two tasks
simultaneously and iteratively: multi-view clustering of re-
lation phrases, and type propagation between entity men-
tion candidates and relation phrases. During an iteration,
di↵erent learning components will mutually enhance each
other (see Fig. ??): type signatures of relation phrases can
more accurately derived with high quality clusters of relation
phrases, while in turn they serve a good feature for learning
high quality relation phrase clusters.

First, to learn type indicator for mention candidates M,
we can learn the variables for each entity candidate c 2
C separately, since the target function can be decomposed
accordingly. Specifically, we take derivative of the objective
function in Eq. (2) with respect to Y

c

= (Y)Mc while fixing
the other variables, which leads to the closed-from update
rule as follows

Y
c

=
⇥

(1 + � + µ)I
c

� �S(c)

⇤�1

(⇥+ µY
0,c

), 8c 2 C, (8)

where ⇥ = ⇧CC+⇧
L

P

L

+⇧
R

P

R

. One can easily prove that
[(1+�+µ)I

c

��S(c)] is positive definite given µ > 0 and thus
is invertible.

Second, to learn type indicators for entity candidates and
type signatures for relation phrases , we take derivative on
Eq. (2) with respect to {C,P

L

,P
R

} while fixing other vari-
ables. This directly leads a closed-form update rule which
require inversion operation on a very large matrix. As an
e�cient alternative [], we derive iterative update rules for
these three variables as follows.

C =
SL � �⌦⇧T

C⇧L

�1
PL +

SR � �⌦⇧T
C⇧R

�1
PR +

�⌦

�1
⇧T

CY; (9)
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�2
C �

�⌦⇧T
L⇧R

�2
PR +

�⌦⇧T
LY + X(0)

�2
; (10)

PR =
ST

R � �⌦⇧T
R⇧C

�3
C �

�⌦⇧T
R⇧L

�3
PL +

�⌦⇧T
RY + X(1)

�3
; (11)

where we define X

(v) = �
L

�(v)

U

(v)

V

(v)T , �
1

= 2 + �
⌦

, �
2

=

1 + �
⌦

+ �
L

�(0) and �
3

= 1 + �
⌦

+ �
L

�(1).

Mention modeling &
mention correlation

Multi-view relation phrases clustering)

Type propagation between
entity surface names
and relation phrases

A straightforward solution is to first perform hard clus-
tering on the extracted relation phrases and then conduct
type propagation between entity names and relation phrase
clusters. Such a solution encounters several problems. One
relation phrase may belong to multiple clusters, and the clus-
ters so derived do not incorporate the type information of
entity arguments. As such, the type prediction performance
may not be best optimized by the mined clusters.

In our solution, we formulate a joint optimization problem
to minimize both a graph-based semi-supervised learning
error and a multi-view relation phrase clustering objective.

4.1 Seed Mention Generation
We first collect type information for the extracted mention

candidates M by linking them to the KB. This yields a set
of type-labeled mentions M

L

. Our goal is then to type the
remaining unlinkable mention candidates M

U

= M/M
L

.
We utilize a state-of-the-art entity name disambiguation

tool2 [18] to map each candidate mention to Freebase enti-
ties. Only the mention candidates which are mapped with
high confidence scores (i.e., ⌘ � 0.8) are considered as valid
output. We denote the mapping entity of a linked men-
tion m as 

e

(m), and the set of types of 
e

(m) in Free-
base as T (m). The linked mentions which associate with
multiple target types (i.e., |T (m) \ T | > 1) are discarded
to avoid type ambiguity. This finally leads to a set of la-
beled (seed) mentions M

L

. In our experiments, we found
that only a very limited amount of extracted candidate en-
tity mentions can be confidently mapped to Freebase entities
(i.e., |M

L

|/|M| < 7%). We define the type indicator y
m

for
a linked mention m 2 M

L

as y

m,t

= 1 if T (m) \ T = {t}
and 0 otherwise, for t 2 T . Meanwhile, y

m,NOI is assigned
with 1 if T (m)\ T = ; and 0 otherwise. Note that while our
proposed method is orthogonal to entity linking and name
disambiguation techniques, a better linking method might
generate more seed mentions M

L

with higher quality.

4.2 Relation Phrase Clustering
In practice, we observe that many extracted relation phrases

have very few occurrences in the corpus. This makes it hard
to model their type signature based on the aggregated co-
occurrences with entity names (i.e., Hypothesis 1). In our
experiment datasets, about 37% relation phrases have less
than 3 unique entity surface name (in right or left argu-
ments) in GC,P . Intuitively, by softly clustering synony-
mous relation phrases, the type signatures of frequent rela-
tion phrases can help infer the type signatures of infrequent
(sparse) ones that have similar cluster memberships, based
on the following hypothesis.

Hypothesis 3 (Type signature consistency). If two
relation phrases have similar cluster memberships, the type
indicators of their left and right arguments (type signature)
tend to be similar, respectively.

There has been some studies [7, 19] on clustering synony-
mous relation phrases based on di↵erent kinds of signals and
clustering methods (see Sec. 6). We propose a general rela-
tion phrase clustering method to incorporate di↵erent fea-
tures for clustering, which can be integrated with the graph-
based type propagation in a mutually enhancing framework,
based on the following hypothesis.

Hypothesis 4 (Relation phrase similarity). Two
relation phrases tend to have similar cluster memberships, if

2
http://spotlight.dbpedia.org/

they have similar (1) strings; (2) context words; and (3) left
and right argument type indicators.

In particular, type signatures of relation phrases have proven
very useful in clustering of relation phrases which have in-
frequent or ambiguous strings and contexts [7]. In contrast
to previous approaches, our method leverages the type in-
formation derived by the type propagation and thus does
not rely strictly on external sources to determine the type
information for all the entity arguments.
Formally, suppose there are n

s

(n
c

) unique words {w1, ..., wns}
({w0

1, ..., w
0
nc

}) in all the relation phrase strings (contexts).
We represent the strings and contexts of the extracted re-
lation phrases P by two feature matrices F

s

2 Rl⇥ns and
F

c

2 Rl⇥nc , respectively. We set F
s,ij

= 1 if p
i

contains
the word w

j

and 0 otherwise. We use a text window of
10 words to extract the context for a relation phrase from
each sentence it appears in, and construct context features
F

c

based on TF-IDF weighting. Let P

L

,P
R

2 Rl⇥T de-
note the type signatures of P. Our solution uses the derived
features (i.e., {F

s

,F
c

,P
L

,P
R

}) for multi-view clustering of
relation phrases based on joint non-negative matrix factor-
ization, which will be elaborated in the next section.

4.3 The Joint Optimization Problem
Our goal is to infer the label (type t 2 T or NOI) for each

unlinkable entity mention candidate m 2 M
U

, i.e., estimat-
ing Y. We propose an optimization problem to unify two
di↵erent tasks to achieve this gold: (i) type propagation over
both the type indicators of entity names C and the type sig-
natures of relation phrases {P

L

,P
R

} on the heterogeneous
graph G by way of graph-based semi-supervised learning,
and (ii) multi-view relation phrase clustering. The seed men-
tions M

L

are used as initial labels for the type propagation.
We formulate the objective function as follows.

O
↵,�,µ

= F(C,P
L

,P
R

) + L
↵

�
P

L

,P
R

, {U(v),V(v)},U⇤�

+ ⌦
�,µ

(Y,C,P
L

,P
R

). (2)

The first term F follows from Hypothesis 1 to model type
propagation between entity names and relation phrases. By
extending local and global consistency idea [10], it ensures
that the type indicator of an entity name is similar to the
type indicator of the left (or right) argument of a relation
phrase, if their corresponding association is strong.
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The second term L
↵

in Eq. (2) follows Hypotheses 3 and 4
to model the multi-view relation phrase clustering by joint
non-negative matrix factorization. In this study, we con-
sider each derived feature as one view in the clustering, i.e.,
{F(0),F(1),F(2),F(3)} = {P

L

,P
R

,F
s

,F
c

} and derive a four-
view clustering objective as follows.

L
↵

�
P

L

,P
R

, {U(v),V(v)},U⇤� (4)

=
dX

v=0

�(v)�kF(v) �U(v)V(v)T k2
F

+ ↵kU(v)Q(v) �U⇤k2
F

�
.

The first part of Eq. (4) performs matrix factorization on
each feature matrix. Suppose there exists K relation phrase
clusters. For each view v, we factorize the feature matrix
F

(v) into a cluster membership matrix U

(v) 2 Rl⇥K

�0 for all

relation phrases P and a type indicator matrix V

(v) 2 RT⇥K

�0

for the K derived clusters. The second part of Eq. (4) en-
forces the consistency between the four derived cluster mem-
bership matrices through a consensus matrix U

⇤ 2 Rl⇥K

�0 ,



ClusType: Experiment Setting
qDatasets: 2013 New York Times news (~110k docs) [event, PER, LOC, ORG];

Yelp Reviews (~230k) [Food, Job, …]; 2011 Tweets (~300k) [event, product,
PER, LOC, …]

qSeed mention sets: < 7% extracted mentions are mapped to Freebase entities
qEvaluation sets: manually annotate mentions of target types for subsets of the

corpora
qEvaluation metrics: Follows named entity recognition evaluation (Precision,

Recall, F1)
qCompared methods

qPattern: Stanford pattern-based learning; SemTagger:bootstrapping
method which trains contextual classifier based on seed mentions; FIGER:
distantly-supervised sequence labeling method trained on Wiki corpus;
NNPLB: label propagation using ReVerb assertion and seed mention;
APOLLO: mention-level label propagation using Wiki concepts and KB
entities;

qClusType-NoWm: ignore mention correlation; ClusType-NoClus:
conducts only type propagation; ClusType-TwpStep: first performs hard
clustering then type propagation 26
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qvs. FIGER: Effectiveness of our candidate generation and type propagation
qvs. NNPLB and APOLLO: ClusType utilizes not only semantic-rich relation phrase as

type cues, but also cluster synonymous relation phrases to tackle context sparsity
qvs. our variants: (i) models mention correlation for name disambiguation; and (ii)

integrates clustering in a mutually enhancing way

Table 5: Performance comparisons on three datasets in terms of Precision, Recall and F1 score.
Data sets NYT Yelp Tweet
Method Precision Recall F1 Precision Recall F1 Precision Recall F1
Pattern [9] 0.4576 0.2247 0.3014 0.3790 0.1354 0.1996 0.2107 0.2368 0.2230
FIGER [16] 0.8668 0.8964 0.8814 0.5010 0.1237 0.1983 0.7354 0.1951 0.3084

SemTagger [12] 0.8667 0.2658 0.4069 0.3769 0.2440 0.2963 0.4225 0.1632 0.2355
APOLLO [29] 0.9257 0.6972 0.7954 0.3534 0.2366 0.2834 0.1471 0.2635 0.1883
NNPLB [15] 0.7487 0.5538 0.6367 0.4248 0.6397 0.5106 0.3327 0.1951 0.2459

ClusType-NoClus 0.9130 0.8685 0.8902 0.7629 0.7581 0.7605 0.3466 0.4920 0.4067
ClusType-NoWm 0.9244 0.9015 0.9128 0.7812 0.7634 0.7722 0.3539 0.5434 0.4286
ClusType-TwoStep 0.9257 0.9033 0.9143 0.8025 0.7629 0.7821 0.3748 0.5230 0.4367

ClusType 0.9550 0.9243 0.9394 0.8333 0.7849 0.8084 0.3956 0.5230 0.4505

We set {↵, �, µ} = {0.4, 0.7, 0.5} by five-fold cross validation
on the seed mention sets. For convergence criterion, we stop
the outer (inner) loop in Algorithm 1 if the relative change
of O �

reconstruction error in Eq. (11)
�
is smaller than 10�4.

Compared Methods: We compared the proposed method
(ClusType) with its variants which only model part of the
proposed hypotheses. Several state-of-the-art entity recogni-
tion approaches were also implemented (or tested using their
published codes): (1) Stanford NER [6]: a CRF classifier
trained on classic corpora for several major entity types; (2)
Pattern [9]: a state-of-the-art pattern-based bootstrapping
method which uses the seed mention sets M

L

; (3) SemTag-
ger [12]: a bootstrapping method which trains contextual
classifiers using the seed mention set M

L

in a self-training
manner; (4) FIGER [16]: FIGER trains sequence labeling
models using automatically annotated Wikipeida corpora;
(5) NNPLB [15]: It uses ReVerb assertions [4] to construct
graphs and performs entity name-level label propagation;
and (6) APOLLO [29]: APOLLO constructs heterogeneous
graphs on entity mentions, Wikipedia concepts and KB en-
tities, and then performs label propagation.
All compared methods were first tuned on our seed men-

tion sets using five-fold cross validation. For ClusType, be-
sides the proposed full-fledged model, ClusType, we com-
pare (1)ClusType-NoWm: This variant does not consider
mention correlation subgraph, i.e., set � = 0 in ClusType;
(2) ClusType-NoClus: It performs only type propagation
on the heterogeneous graph, i.e., Eq. (4) is removed from O;
and (3) ClusType-TwoStep: It first conducts multi-view
clustering to assign each relation phrase to a single cluster,
and then performs ClusType-NoClus between entity names,
candidate entity mentions and relation phrase clusters.

Evaluation Metrics: We use F1 score computed from Pre-
cision and Recall to evaluate the entity recognition per-
formance. We denote the #system-recognized entity men-
tions as Z and the # ground truth annotated mentions in
the evaluation set as A. Precision is calculated by Prec =P

m2Z\A

!(t0
m

= t
m

)/|Z| and Recall is calculated by Rec =P
m2Z\A

!(t0
m

= t
m

)/|A|. Here, t
m

and t0
m

denote the true
type and the predicted type for m, respectively. Function
!(·) returns 1 if the predicted type is correct and 0 oth-
erwise. Only mentions which have correct boundaries and
predicted types are considered correct. For cross validation
on the seed mention sets, we use classification accuracy to
evaluate the performance.

5.3 Experiments and Performance Study
1. Comparing ClusType with the other methods on entity
recognition. Table 5 summarizes the comparison results on
the three datasets. Overall, ClusType and its three vari-
ants outperform others on all metrics on NYT and Yelp and
achieve superior Recall and F1 scores on Tweet. In particu-
lar, ClusType obtains a 46.08% improvement in F1 score and
168% improvement in Recall compared to the best baseline
FIGER on the Tweet dataset and improves F1 by 48.94%
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Figure 6: Performance breakdown by types.

compared to the best baseline, NNPLB, on the Yelp dataset.
FIGER utilizes a rich set of linguistic features to train se-

quence labeling models but su↵ers from low recall moving
from a general domain (e.g., NYT) to a noisy new domain
(e.g., Tweet) where feature generation is not guaranteed to
work well (e.g., 65% drop in F1 score). Superior performance
of ClusType demonstrates the e↵ectiveness of our candidate
generation and of the proposed hypotheses on type propa-
gation over domain-specific corpora. NNPLB also utilizes
textual relation for type propagation, but it does not con-
sider entity surface name ambiguity. APOLLO propagates
type information between entity mentions but encounters se-
vere context sparsity issue when using Wikipedia concepts.
ClusType obtains superior performance because it not only
uses semantic-rich relation phrases as type cues for each
entity mention, but also clusters the synonymous relation
phrases to tackle the context sparsity issues.

2. Comparing ClusType with its variants. Comparing with
ClusType-NoClus and ClusType-TwoStep, ClusType gains
performance from integrating relation phrase clustering with
type propagation in a mutually enhancing way. It always
outperforms ClusType-NoWm on Precision and F1 on all
three datasets. The enhancement mainly comes from model-
ing the mention correlation links, which helps disambiguate
entity mentions sharing the same surface names.

3. Comparing on di↵erent entity types. Fig. 6 shows the
performance on di↵erent types on Yelp and Tweet. ClusType
outperforms all the others on each type. It obtains larger
gain on organization and person, which have more entities
with ambiguous surface names. This indicates that model-
ing types on entity mention level is critical for name disam-
biguation. Superior performance on product and food mainly
comes from the domain independence of our method because
both NNPLB and SemTagger require sophisticated linguis-
tic feature generation which is hard to adapt to new types.

4. Comparing with trained NER. Table 6 compares ours
with a traditional NER method, Stanford NER, trained us-
ing classic corpora like ACE corpus, on three major types—
person, location and organization. ClusType and its vari-
ants outperform Stanford NER on the corpora which are
dynamic (e.g., NYT) or domain-specific (e.g., Yelp). On the
Tweet dataset, ClusType has lower Precision but achieves
a 63.59% improvement in Recall and 7.62% improvement in
F1 score. The superior Recall of ClusType mainly comes
from the domain-independent candidate generation.

Performance comparison on three datasets in terms of Precision, Recall and F1 score



Comparing on Trained NER System

28

qCompare with Stanford NER,which is trained on general-domain corpora
including ACE corpus and MUC corpus, on three types: PER, LOC, ORG

Table 6: F1 score comparison with trained NER.
Method NYT Yelp Tweet

Stanford NER [6] 0.6819 0.2403 0.4383
ClusType-NoClus 0.9031 0.4522 0.4167

ClusType 0.9419 0.5943 0.4717
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Figure 7: Performance changes in F1 score with
#clusters, #seeds and corpus size on Tweets.

5. Testing on sensitivity over the number of relation phrase
clusters, K. Fig. 7(a), ClusType was less sensitive to K com-
pared with its variants. We found on the Tweet dataset,
ClusType achieved the best performance when K=300 while
its variants peaked at K=500, which indicates that better
performance can be achieved with fewer clusters if type prop-
agation is integrated with clustering in a mutually enhancing
way. On the NYT and the Yelp datasets (not shown here),
ClusType peaked at K=4000 and K=1500, respectively.

6. Testing on the size of seed mention set. Seed mentions
are used as labels (distant supervision) for typing other men-
tions. By randomly selecting a subset of seed mentions as
labeled data (sampling ratio from 0.1 to 1.0), Fig. 7(b) shows
ClusType and its variants are not very sensitive to the size
of seed mention set. Interestingly, using all the seed men-
tions does not lead to the best performance, likely caused
by the type ambiguity among the mentions.

7. Testing on the e↵ect of corpus size. Experimenting
on the same parameters for candidate generation and graph
construction, Fig. 7(c) shows the performance trend when
varying the sampling ratio (subset of documents randomly
sampled to form the input corpus). ClusType and its vari-
ants are not very sensitive to the changes of corpus size, but
NNPLB had over 17% drop in F1 score when sampling ratio
changed from 1.0 to 0.1 (while ClusType had only 5.5%).
In particular, they always outperform FIGER, which uses a
trained classifier and thus does not depend on corpus size.

5.4 Case Studies
1. Example output on two Yelp reviews. Table 7 shows the
output of ClusType, SemTagger and NNPLB on two Yelp
reviews: ClusType extracts more entity mention candidates
(e.g., “BBQ”, “ihop”) and predicts their types with better
accuracy (e.g., “baked beans”, “pulled pork sandwich”).

2. Testing on context sparsity. The type indicator of each
entity mention candidate is modeled in ClusType based on
the type indicator of its surface name and the type signa-
tures of its co-occurring relation phrases. To test the han-
dling of di↵erent relation phrase sparsity, two groups of 500
mentions are selected from Yelp: mentions in Group A co-
occur with frequent relation phrases (⇠4.6k occurrences in
the corpus) and those in Group B co-occur with sparse re-
lation phrases (⇠3.4 occurrences in the corpus). Fig. 8(a)
compares their F1 scores on the Tweet dataset. In general,
all methods obtained better performance when mentions co-
occurring with frequent relation phrases than with sparse
relation phrases. In particular, we found that ClusType and
its variants had comparable performance in Group A but
ClusType obtained superior performance in Group B. Also,
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Figure 8: Case studies on context sparsity and sur-
face name popularity on the Tweet dataset.

ClusType-TwoStep obtained larger performance gain over
ClusType-NoClus in Group B. This indicates that cluster-
ing relation phrases is critical for performance enhancement
when dealing with sparse relation phrases, as expected.

3. Testing on surface name popularity. We generated the
mentions in Group A with high frequency surface names
(⇠2.7k occurrences) and those in Group B with infrequent
surface names (⇠1.5). Fig. 8(b) shows the degraded perfor-
mance of all methods in both cases—likely due to ambigu-
ity in popular mentions and sparsity in infrequent mentions.
ClusType outperforms its variants in Group B, showing it
handles well mentions with insu�cient corpus statistics.

4. Example relation phrase clusters. Table 8 shows relation
phrases along with their corpus frequency from three exam-
ple relation phrase clusters for the NYT dataset (K = 4000).
We found that not only synonymous relation phrases, but
also both sparse and frequent relation phrases can be clus-
tered together e↵ectively (e.g., “want hire by” and “recruited
by”). This shows that ClusType can boost sparse relation
phrases with type information from the frequent relation
phrases with similar group memberships.

Table 8: Example relation phrase clusters and their
corpus frequency from the NYT dataset.
ID Relation phrase
1 recruited by (5.1k); employed by (3.4k); want hire by (264)
2 go against (2.4k); struggling so much against (54); run for

re-election against (112); campaigned against (1.3k)
3 looking at ways around (105); pitched around (1.9k); echo

around (844); present at (5.5k);

6. RELATED WORK
1. Entity Recognition: Existing work leverages various lev-
els of human supervision to recognize entities, from fully
annotated documents (supervised), seed entities (weakly su-
pervised), to knowledge bases (distantly supervised).
Traditional supervised methods [24, 21] use fully anno-

tated documents and di↵erent linguistic features to train
sequence labeling model. To obtain an e↵ective model, the
amount of labeled data is significant [24], despite of semi-
supervised sequence labeling [25].
Weakly-supervised methods utilize a small set of typed

entities as seeds and extract more entities of target types,
which can largely reduce the amount of required labeled
data. Pattern-based bootstrapping [9, 30] derives patterns
from contexts of seed entities and uses them to incremen-
tally extract new entities and new patterns unrestricted by
specific domains, but often su↵ers low recall [14] and seman-
tic drift [16]. Iterative bootstrapping, such as probabilistic
method [23] and label propagation [14, 31] softly assign mul-
tiple types to an entity name and iteratively update its type
distribution, yet cannot decide the exact type for each entity
mention based on its local context.

q ClusType and its variants outperform Stanford NER on both dynamic
corpus (NYT) and domain-specific corpus (Yelp)

q ClusType has lower precision but higher Recall and F1 score on Tweet à
Superior recall of ClusType mainly come from domain-independent
candidate generation

F1 score comparison with trained NER

[6] J. R. Finkel, T. Grenager and C. Manning. Incorporating non-
local information into information extraction systems by Gibbs 
sampling. In ACL’05.



Example Output and Relation Phrase Clusters

29

qExtracts more mentions and predicts types with higher
accuracy

Table 7: Example output of ClusType and the compared methods on the Yelp dataset.
ClusType SemTagger NNPLB

The best BBQ:Food I’ve tasted in
Phoenix:LOC ! I had the [pulled pork
sandwich]:Food with coleslaw:Food and
[baked beans]:Food for lunch. ...

The best BBQ I’ve tasted in Phoenix:LOC !
I had the pulled [pork sandwich]:LOC with
coleslaw:Food and [baked beans]:LOC for
lunch. ...

The best BBQ:Loc I’ve tasted in
Phoenix:LOC ! I had the pulled pork
sandwich:Food with coleslaw and baked
beans:Food for lunch:Food. ...

I only go to ihop:LOC for pancakes:Food
because I don’t really like anything else on
the menu. Ordered [chocolate chip pan-
cakes]:Food and a [hot chocolate]:Food.

I only go to ihop for pancakes because I don’t
really like anything else on the menu. Or-
dered [chocolate chip pancakes]:LOC and
a [hot chocolate]:LOC.

I only go to ihop for pancakes because I
don’t really like anything else on the menu.
Ordered chocolate chip pancakes and a hot
chocolate.

Distantly supervised methods [22, 15, 16] avoid expen-
sive human labels by leveraging type information of entity
mentions which are confidently mapped to entries in KBs.
Linked mentions are used to type those unlinkable ones in
di↵erent ways, including training a contextual classifier [22],
learning a sequence labeling model [16] and serving as labels
in graph-based semi-supervised learning [15].

Knowledge base population methods [29] study entity link-
ing and fine-grained categorization of unlinkable mentions in
a unified framework, which shares the similar idea of model-
ing each entity mention individually to resolve name ambi-
guity. Our work is also related to noun phrase chunking [27]
and keyphrase extraction [3] in terms of extracting noun
phrase or significant phrases from corpus, but we focus on
extracting candidate entity mentions and relation phrases
that satisfy POS constraints in a joint manner.

2. Open Relation Mining: Extracting textual relation be-
tween subjective and objective from text has been exten-
sively studied [4] and applied to entity typing [15]. Fader et
al. [4] utilize POS patterns to extract verb phrases between
detected noun phrases to form relation assertion. Schmitz et
al. [26] further extend the textual relation by leveraging de-
pendency tree patterns. These methods rely on linguistic
parsers that may not generalize across domains. They also
do not consider significance of the detected entity mentions
in the corpus (see comparison with NNPLB [15]).

There have been some studies on clustering and and canon-
icalizing synonymous relations generated by open informa-
tion extraction [7, 19]. These methods either ignore entity
type information when resolving relations, or assume types
of relation arguments are already given.

7. CONCLUSIONS
We have studied distantly-supervised entity recognition

and proposed a novel relation phrase-based entity recog-
nition framework. A domain-agnostic phrase mining algo-
rithm is developed for generating candidate entity mentions
and relation phrases. By integrating relation phrase cluster-
ing with type propagation, the proposed method is e↵ective
in minimizing name ambiguity and context problems, and
thus predicts each mention’s type based on type distribution
of its string name and type signatures of its surrounding re-
lation phrases. We formulate a joint optimization problem
to learn object type indicators/signatures and cluster mem-
berships simultaneously. Our performance comparison and
case studies show a significant improvement over state-of-
the-art methods and demonstrate its e↵ectiveness.
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Table 6: F1 score comparison with trained NER.
Method NYT Yelp Tweet

Stanford NER [6] 0.6819 0.2403 0.4383
ClusType-NoClus 0.9031 0.4522 0.4167

ClusType 0.9419 0.5943 0.4717

#Clusters (K)
100 500 100015002000 3000

0.36

0.38

0.4

0.42

0.44

0.46

ClusType
ClusType-NoWm
ClusType-TwoStep

(a) #Clusters
Sample ratio

0.10.2 0.4 0.6 0.8 1
0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

ClusType
ClusType-NoWm
ClusType-NoClus
NNPLB

(b) Seed set size
Sample ratio

0.10.2 0.4 0.6 0.8 1
0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

ClusType
ClusType-NoWm
ClusType-NoClus
NNPLB

(c) Corpus size

Figure 7: Performance changes in F1 score with
#clusters, #seeds and corpus size on Tweets.

5. Testing on sensitivity over the number of relation phrase
clusters, K. Fig. 7(a), ClusType was less sensitive to K com-
pared with its variants. We found on the Tweet dataset,
ClusType achieved the best performance when K=300 while
its variants peaked at K=500, which indicates that better
performance can be achieved with fewer clusters if type prop-
agation is integrated with clustering in a mutually enhancing
way. On the NYT and the Yelp datasets (not shown here),
ClusType peaked at K=4000 and K=1500, respectively.

6. Testing on the size of seed mention set. Seed mentions
are used as labels (distant supervision) for typing other men-
tions. By randomly selecting a subset of seed mentions as
labeled data (sampling ratio from 0.1 to 1.0), Fig. 7(b) shows
ClusType and its variants are not very sensitive to the size
of seed mention set. Interestingly, using all the seed men-
tions does not lead to the best performance, likely caused
by the type ambiguity among the mentions.

7. Testing on the e↵ect of corpus size. Experimenting
on the same parameters for candidate generation and graph
construction, Fig. 7(c) shows the performance trend when
varying the sampling ratio (subset of documents randomly
sampled to form the input corpus). ClusType and its vari-
ants are not very sensitive to the changes of corpus size, but
NNPLB had over 17% drop in F1 score when sampling ratio
changed from 1.0 to 0.1 (while ClusType had only 5.5%).
In particular, they always outperform FIGER, which uses a
trained classifier and thus does not depend on corpus size.

5.4 Case Studies
1. Example output on two Yelp reviews. Table 7 shows the
output of ClusType, SemTagger and NNPLB on two Yelp
reviews: ClusType extracts more entity mention candidates
(e.g., “BBQ”, “ihop”) and predicts their types with better
accuracy (e.g., “baked beans”, “pulled pork sandwich”).

2. Testing on context sparsity. The type indicator of each
entity mention candidate is modeled in ClusType based on
the type indicator of its surface name and the type signa-
tures of its co-occurring relation phrases. To test the han-
dling of di↵erent relation phrase sparsity, two groups of 500
mentions are selected from Yelp: mentions in Group A co-
occur with frequent relation phrases (⇠4.6k occurrences in
the corpus) and those in Group B co-occur with sparse re-
lation phrases (⇠3.4 occurrences in the corpus). Fig. 8(a)
compares their F1 scores on the Tweet dataset. In general,
all methods obtained better performance when mentions co-
occurring with frequent relation phrases than with sparse
relation phrases. In particular, we found that ClusType and
its variants had comparable performance in Group A but
ClusType obtained superior performance in Group B. Also,
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Figure 8: Case studies on context sparsity and sur-
face name popularity on the Tweet dataset.

ClusType-TwoStep obtained larger performance gain over
ClusType-NoClus in Group B. This indicates that cluster-
ing relation phrases is critical for performance enhancement
when dealing with sparse relation phrases, as expected.

3. Testing on surface name popularity. We generated the
mentions in Group A with high frequency surface names
(⇠2.7k occurrences) and those in Group B with infrequent
surface names (⇠1.5). Fig. 8(b) shows the degraded perfor-
mance of all methods in both cases—likely due to ambigu-
ity in popular mentions and sparsity in infrequent mentions.
ClusType outperforms its variants in Group B, showing it
handles well mentions with insu�cient corpus statistics.

4. Example relation phrase clusters. Table 8 shows relation
phrases along with their corpus frequency from three exam-
ple relation phrase clusters for the NYT dataset (K = 4000).
We found that not only synonymous relation phrases, but
also both sparse and frequent relation phrases can be clus-
tered together e↵ectively (e.g., “want hire by” and “recruited
by”). This shows that ClusType can boost sparse relation
phrases with type information from the frequent relation
phrases with similar group memberships.

Table 8: Example relation phrase clusters and their
corpus frequency from the NYT dataset.
ID Relation phrase
1 recruited by (5.1k); employed by (3.4k); want hire by (264)
2 go against (2.4k); struggling so much against (54); run for

re-election against (112); campaigned against (1.3k)
3 looking at ways around (105); pitched around (1.9k); echo

around (844); present at (5.5k);

6. RELATED WORK
1. Entity Recognition: Existing work leverages various lev-
els of human supervision to recognize entities, from fully
annotated documents (supervised), seed entities (weakly su-
pervised), to knowledge bases (distantly supervised).
Traditional supervised methods [24, 21] use fully anno-

tated documents and di↵erent linguistic features to train
sequence labeling model. To obtain an e↵ective model, the
amount of labeled data is significant [24], despite of semi-
supervised sequence labeling [25].
Weakly-supervised methods utilize a small set of typed

entities as seeds and extract more entities of target types,
which can largely reduce the amount of required labeled
data. Pattern-based bootstrapping [9, 30] derives patterns
from contexts of seed entities and uses them to incremen-
tally extract new entities and new patterns unrestricted by
specific domains, but often su↵ers low recall [14] and seman-
tic drift [16]. Iterative bootstrapping, such as probabilistic
method [23] and label propagation [14, 31] softly assign mul-
tiple types to an entity name and iteratively update its type
distribution, yet cannot decide the exact type for each entity
mention based on its local context.

q Not only synonymous
relation phrases, but also both
sparse and frequent relation
phrase can be clustered
together

q à boosts sparse relation
phrases with type information
of frequent relation phrases

Example relation phrase clusters and corpus-wide 
frequency from the NYT dataset 

Example output of ClusType and the compared methods on the Yelp dataset



Fine-grained Entity Typing
qFine-grained Entity Typing: Type labels for a mention forms a “type-path” (not 

necessarily ending in a leaf node) in a given (tree-structured) type hierarchy

ID Sentence	

S1

S2

S3

...

		Republ ican	presidential	candidate	Donald	Trump 		
		spoke	during	a	campaign	event	in	Rock	Hi ll.

		Donald	Trump 's	company	has	threatened	 to	withhold	
		up	to	$1	billion	of	investment	if	the	U.K.	government	 	
		decides	to	ban	his	entry	 into	the	country.

		In	Trump’s	TV	real ity	show,	“The	Apprentice”,	16	
		people	competed	for	a	job.

...

root

product person location organiz
ation

...

...

politician artist
business
man ...

... ...

author actor singer ...
...

...

q Manually annotating training corpora with 100+ entity types
q Expensive & Error-prone

q Current practice: use distant supervision to automatically labeled training 
corpora

Person à politician

Person à businessman

Person à artist à actor

Type-path



Label Noise in Entity Typing

ID Sentence 

S1

S2

S3

...

  Republ ican presidential candidate Donald Trump  
  spoke during a campaign event in Rock Hi ll.

  Donald Trump's company has threatened to withhold 
  up to $1 billion of investment if the U.K. government  
  decides to ban his entry into the country.

  In Trump’s TV real ity show, “The Apprentice”, 16 
  people competed for a job.

...

Text Corpus

Entity: Donald Trump Knowledge Bases

Noisy Training Examples

Distant
Supervision

Candidate Type Set  
(Sub-tree)

root

product person location organiz
ation

...

...

politician artist
business

man ...

... ...

author actor singer ...

Target Type 
Hierarchy

Mention: “Donald Trump”; Context: S1;
Candidate Types: {person, politician, 

businessman, artist, actor}

Mention: “Donald Trump”; Context: S2;
Candidate Types: {person, politician, 

businessman , artist, actor}

Mention: “Trump”; Context: S3;
Candidate Types: {person, politician, 

businessman, artist, actor}

1

2

3 ...
...

Donald Trump is mentioned is 
sentences S1-S3.

q Distant supervision
q Assign same types (blue 

region) to all the 
mentions 

q Does not consider local 
contexts when assigning 
type labels

q Introduce label noise to 
the mentions

The types assigned to entity Trump include person, artist, actor, politician, businessman, while only 
{person, politician} are correct types for the mention “Trump” in S1 



Label Noise in Entity Typing (cont.)

qCurrent typing systems either ignore this issue
qassume all candidate labels obtained by supervision are “true” labels

qOr use simple pruning heuristics to delete mentions with conflicting types
qaggressive deletion of mentions  à significant loss of training data

The larger the target type set, the more severe the 
loss!



Label Noise Reduction: Task Description

qDefine a new task, called Label Noise Reduction in Entity Typing, to identify the 
correct type-path for each mention in training set, from its noisy candidate type set

qVS. typical typing systems: they focus on designing models for typing unlabeled mentions
qThe first systematic study of type label noise in distant supervision
qA fundamental task for entity typing systems (the bottleneck of their performance)

q Problem Definition
q Input:  
q (1) Automatically labeled training corpus: set of (mention, context, candidate type labels) triples
q (2) Knowledge base, along with its entity-type facts (i.e., set of (entity, type) tuples)
q (3) Target type hierarchy T
q Output: Estimate a single type-path (not required to end in a leaf node) in the hierarchy T, based on 

the mention itself as well as its context in the sentence

q Non-goals: Entity mention detection; Entity linking; Type hierarchy creation



Label Noise Reduction: Challenges

Presence of incorrect type labels in a mention’s candidate 
type set
q Supervised/semi-supervised techniques both assume “all labels are 

correct/reliable labels”

q How to accurately estimate the relatedness between mentions and types?

q Aspect I: How to model the noisy associations between mention and its candidate 
labels, to indicate the “truth status” of the candidate labels

q Aspect II: How to incorporate the semantic similarity between types, as we are 
estimating the type-path holistically for a mention

q vs. estimating individual labels independently



Label Noise Reduction: Solution Ideas

qPropose a weakly-supervised (unsupervised) approach, where the end goal is to estimate 
the relatedness between mentions and types

1. sim(mention, true candidate label) > sim(mention, false candidate label)
2. sim(mention, fine-grained true label) > sim(mention, coarse-grained true label)

1. Model the “truth status” of candidate labels as “latent values” using a novel partial-label
loss à progressively estimate them by incorporating multiple signals:
qCo-occurrences between text features and mentions in the large corpus
qCollective associations between type labels and mentions in the large corpus

2. Model semantic similarity between types (i.e., type correlation) derived from KB, to
ensure holistic type-path estimation



Label Noise Reduction: Framework Overview 

State-of-the-art 
Typing Systems

ID Sentence

S1

S2

S3

S4

...

  New York City Mayor Bill  de Blasio is heading to 
  Iowa on Friday for four days to campaign for 

  Democrat ic presidential candidate Hillary Clinton

  Republ ican presidential candidate Donald Trump  
  spoke during a campaign event in Rock Hi ll.

  Trump's company has threatened to withhold up 
  to $1 billion of investment if the U.K. government 

  decides to ban his entry into the country.

   …, Trump announced the leaders of his 
   presidential campaign in Louisiana on Tuesday.

...

Mention: “S1_Hillary Cl inton”; Context: S1;
Candidate Types: {person, politician, artist, author}

Mention: “S2_Donald Trump”; Context: S2;
Candidate Types: {person, politician, businessman, artist, actor}

Mention: “S3_Trump”; Context: S3;
Candidate Types: {person, politician, businessman, artist, actor}

Mention: “S4_Trump”; Context: S4;
Candidate Types: {person, politician, businessman, artist, actor}

Automatically Labeled Training Examples Construction of Graph

Te
xt

 C
or

pu
s

Mention: “S1_Hillary Clinton”; Context: S1;
Clean Types: {person, politician}

Mention: “S2_Donald Trump”; Context: S2;
Clean Types: {person, politician}

Mention: “S3_Trump”; Context: S3;
Clean Types: {person, businessman}

Mention: “S4_Trump”; Context: S4;
Clean Types: {person, politician}

Heterogeneous Partial-label Embedding

Type Inference

Denoised Training Examples

Test
Examples

Multi-label 
Perceptron;

...
Hierarchical 

SVM;

ClassifiersTraining

prediction

root

product person location organiz
ation

...

...

politician artist business
man

...

... ...

author actor singer ...

Mention

Feature

Type

S1_Hillary 
Clinton S2_Donald 

Trump S3_Trump S4_Trump

...

person

politician

artistactor

businessman

author

singer

HEAD_Donald

CONTEXT_
candidate

CONTEXT_
campaign

TOKEN_
trump

CONTEXT_
presidentialCONTEXT_

republican

CONTEXT_
democratic ...

S3_Trump
S2_Donald Trump

S1_Hillary Clinton

S4_Trump
businessman

politician

S2_Donald 
Trump

person

S3_Trump
S2_Donald TrumpEmbedding 

Space CONTEXT_
campaign

HEAD_donald

1. Generate text features and construct a heterogeneous graph
2. Perform joint embedding of the constructed graph G into the same low-

dimensional space 
3. For each mention, search its candidate type sub-tree in a top-down manner and 

estimate the true type-path from learned embedding



Text Features for Fine-grained Typing

q“Turing Machine” is used as an example mention from the sentence:
q“The band’s former drummer Jerry Fuchs—who was also a member of 

Maserati, Turing Machine and The Juan MacLean—died after falling down 
an elevator shaft.”. 

Feature Description Example
Head Syntactic head token of the mention “HEAD Turing”
Token Tokens in the mention “Turing”, “Machine”
POS Part-of-Speech tag of tokens in the mention “NN”
Character All character trigrams in the head of the mention “:tu”, “tur”, ..., “ng:”
Word Shape Word shape of the tokens in the mention “Aa” for “Turing”
Length Number of tokens in the mention “2”
Context Unigrams/bigrams before and after the mention “CXT B:Maserati ,”, “CXT A:and the”
Brown Cluster Brown cluster ID for the head token (learned using D) “4 1100”, “8 1101111”, “12 111011111111”
Dependency Stanford syntactic dependency [16] associated with the head token “GOV:nn”, “GOV:turing”

Table 2: Text features used in this paper. “Turing Machine” is used as an example mention from “The band’s former drummer Jerry

Fuchs—who was also a member of Maserati, Turing Machine and The Juan MacLean—died after falling down an elevator shaft.”.

nessman). Instead of defining a binary variable to indicate
whether a mention-type link is true or not, we specify the
likelihood of a mention-type link being true as the relevance
between the corresponding mention and type, and progres-
sively estimate the relevance by incorporating other side sig-
nals (e.g., text features, type correlation). We propose to
model mention-type links based on the following hypothesis.

Hypothesis 1 (Partial Label Association). A men-
tion should be embedded closer to its most relevant candidate
type than to any other non-candidate type, yielding higher
similarity between the corresponding embedding vectors.

During model learning, relevance between an entity men-
tion and its candidate type is measured by the similarity
between their current estimated embeddings. Text features,
as complements to mention-candidate type links, also partic-
ipate in modeling the mention embeddings, and help identify
a mention’s most relevant type. In sentence S1 of Fig. 2,
context words democratic and presidential infer that type
politician is more relevant than type actor for mention
“Hillary Clinton”. This hypothesis assumes that the embed-
dings of two mentions will be close if and only if their most
relevant candidate types are similar.

Mention-Feature Co-occurrence Subgraph. Intuitively, en-
tity mentions sharing many text features (i.e., with similar
distributions over F) tend to have close type semantics; and
text features which co-occur with many entity mentions in
the corpus (i.e., with similar distributions overM) likely rep-
resent similar entity types. The following hypothesis guides
our modeling of mention-text feature co-occurrences.

Hypothesis 2 (Mention-Feature Co-occurrences).
If two entity mentions share similar features, they should be
close to each other in the embedding space (i.e., high simi-
larity score). If two features co-occur with a similar set of
mentions, their embedding vectors tend to be similar.

In Fig. 2, for example, mentions “Donald Trump” in S2 and
“Trump” in S4 share multiple features (e.g., Trump, presi-
dential and campaign), and thus are likely of the same type
politician. Conversely, features campaign and presiden-
tial likely represent the same type politician since they
co-occur with similar sets of mentions in the corpus.
Formally, we form binary links between mentions and

their text features to construct a mention-feature co-occurrence
subgraph, i.e., wij = 1 if feature fj 2 F is extracted for
mention mi 2 M; and wij = 0 otherwise. We use GMF =�
(mi, fj) | wij = 1, mi 2 M, fj 2 F to denote the subgraph.

Type Correlation Subgraphs. In target type hierarchy Y,
types closer to each other (i.e., shorter path) tend to be
more related (e.g., actor is more related to artist than
to person in the left column of Fig. 3). In KB  , types
assigned to similar sets of entities should be more related to
each other than those assigned to quite di↵erent entities [12]
(e.g., actor is more related to director than to author

in the right column of Fig. 3). We propose to model type
correlation based on the following hypothesis.

Figure 3: Example of constructing type correlation graph.

Hypothesis 3 (Type Correlation). If high correla-
tion exists between two target types based on either type hi-
erarchy or KB, they should be embedded close to each other.

We build a homogeneous graph GY Y to represent the cor-
relation between types. A simple way to measure correla-
tion between two types is to use their distance in the target
type hierarchy (tree). Specifically, a link (yk, yk0 ) is formed
if there exists a path between types yk and yk0 in Y (paths
passing root node are excluded). We define the weight of link
(yk, yk0 ) 2 GY Y as wkk0 = 1/

�
1 + ⇢(yk, yk0 )

�
, where ⇢(yk, yk0 )

denotes the length of the shortest path between types yk and
yk0 in Y. Although using shortest path to compute type cor-
relation is e�cient, its accuracy is limited—It is not always
true that a type (e.g., athlete) is more related to its parent
type (i.e., person) than to its sibling types (e.g., coach), or
that all sibling types are equally related to each other (e.g.,
actor is more related to director than to author).
An alternative approach to avoid this accuracy issue is to

exploit entity-type facts T in KB to measure type corre-
lation. Given two target types yk, yk0 2 Y, the correlation
between them is proportional to the number of entities they
share in the KB. Let Ek denote the set of entities assigned
with type yk in KB, i.e., Ek =

�
e | (e, yk) 2 T 

 
. The weight

wkk0 of link (yk, yk0 ) 2 GY Y is defined as follows.

wkk0 =
⇣

�

�Ek \ Ek0
�

�/
�

�Ek

�

�+
�

�Ek \ Ek0
�

�/
�

�Ek0
�

�

⌘

/2, (1)

where |Ek| denotes the size of set Ek. We compare these two
methods for measuring type correlation in our experiments.
Entity-entity facts of various relationships in the KB can
also be utilized to model type correlation, as discussed in
KB embedding [10, 1]. We leave this as future work.

3.2 Heterogeneous Partial-Label Embedding
This section follows notations in Table 3 to formulate a

joint optimization problem for embedding the constructed
heterogeneous graph G into a d-dimensional vector space.
A straightforward solution is to model the whole graph

with the local consistency objective [9]. Such a solution en-
counters several problems: False candidate types negatively
impact the ability of the model to determine mention’s true
types, and the mention-feature links are too sparse to model

q Features are extracted from:
q (1) mention’s name string: e.g., head token, POS tags, Brown Cluster of head token
q (2) mention’s context in the sentence: e.g.,  n-grams, dependency roles



Construction of Heterogeneous Graphs 

qWith three types of objects extracted from corpus: entity mentions, target types, and text 
features 

Three types of links:
1. Mention-type link:
represents each mention’s 
candidate type assignment 

2. Mention-feature link:
captures corpus-level co-
occurrences between 
mentions and text features 

3. Type correlation link:
encodes the type correlation 
derived from KB or target 
type hierarchy 

State-of-the-art 
Typing Systems

ID Sentence

S1

S2

S3

S4

...

  New York City Mayor Bill  de Blasio is heading to 
  Iowa on Friday for four days to campaign for 

  Democrat ic presidential candidate Hillary Clinton

  Republ ican presidential candidate Donald Trump  
  spoke during a campaign event in Rock Hi ll.

  Trump's company has threatened to withhold up 
  to $1 billion of investment if the U.K. government 

  decides to ban his entry into the country.

   …, Trump announced the leaders of his 
   presidential campaign in Louisiana on Tuesday.

...

Mention: “S1_Hillary Cl inton”; Context: S1;
Candidate Types: {person, politician, artist, author}

Mention: “S2_Donald Trump”; Context: S2;
Candidate Types: {person, politician, businessman, artist, actor}

Mention: “S3_Trump”; Context: S3;
Candidate Types: {person, politician, businessman, artist, actor}

Mention: “S4_Trump”; Context: S4;
Candidate Types: {person, politician, businessman, artist, actor}
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Clean Types: {person, politician}

Mention: “S2_Donald Trump”; Context: S2;
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Mention: “S4_Trump”; Context: S4;
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Mention-Type Association Subgraph

qForms a bipartite graph between entity mentions and target types 
qEach mention is linked to its candidate types with binary weight 
qSome links are “false” links in the constructed mention-type subgraph
qThe likelihood of a mention-type link is measured by the relevance between the 

corresponding mention and type 

Hypothesis 1 (Partial Label Association): 
A mention should be embedded closer to its 
most relevant candidate type than to any other 
non-candidate type, yielding higher similarity 
between the corresponding embedding vectors. 
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Example: In sentence S1, context words democratic and 
presidential infer that type politician is more relevant than 
type actor for mention “Hillary Clinton” 



Mention-Feature Co-occurrence Subgraph

q Intuition
qMentions sharing many text features tend to have close type semantics
qText features which co-occur with many entity mentions in the corpus likely 

represent similar entity types. 

Hypothesis 2 (Mention-Feature Co-occurrences): 
If two entity mentions share similar features, they should be 
close to each other in the embedding space (i.e., high simi-
larity score). If two features co-occur with a similar set of 
mentions, their embedding vectors tend to be similar. 
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Example: mentions “Donald Trump” in S2 and “Trump” in S4 
share multiple features (e.g., Trump, presidential and campaign), 
and thus are likely of the same type politician. Conversely, features 
campaign and presidential likely represent the same type politician 
since they co-occur with similar sets of mentions in the corpus. 



Type Correlation Subgraph

qBuild a homogeneous graph to represent the semantic similarity between types 
q Simple way: Use distance in the target type hierarchy

q In target type hierarchy, types closer to each other tend to be more related
q Example: actor is more related to artist than to person in the left column

Hypothesis 3 (Type 
Correlation): 
If high correlation exists between 
two target types based on either 
type hierarchy or KB, they should 
be embedded close to each other. 

root

product person locat ion organiz
ation

...

...

coach artist athlete ...

... ...

author actor director ...

Example Type-Type 
Correlation Graph

Target Type Hierarchy (Tree) Entity-Type Facts in KB

corr(actor, person) 
= 1/(1+2) = 1/3

corr(actor, director) 
= 1/(1+2) = 1/3

corr(actor, author) 
= 1/(1+2) = 1/3

NO PATH Æ  corr(person, location) = 0
(Ben Affleck, actor)

(Ben Affleck, director)
(Woody Al len, actor)

(Woody Al len, director)
(J. K. Rowling, author)
(Kobe B ryant, athlete)

...

Entity-type facts
Ben Affleck

Woody Allen

J. K. Rowling

Kobe Bryant
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director
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author
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Corr = 
(1+1)/2=1

Corr = 
(0.25+1)/2

=0.625

person
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artist

actor

businessman

author

singer
director

athlete

coach

q Advanced way: Exploit 
entity-type facts in KB

q Given two target types, the 
correlation between them is 
proportional to the number 
of entities they share in the 
KB 



Heterogeneous Partial-Label Embedding (PLE):
The Joint Optimization Problem

Partial label loss between 
mentions and types (Hypo 1)

Type correlation based on KB (Hypo 3)

Model mention-feature links using
second-order skip-gram objective (Hypo 
2)



PLE: Partial-Label Loss

qIntuition
qFor mention 𝑚", the maximum score associated with its 

candidate types 𝒴" is greater than the maximum score 
associated with any other non-candidate types 𝒴", where the 
scores are measured using current embedding vectors. 

qvs. multi-label learning
qA large margin is enforced between all candidate types and 

non-candidate types without considering noisy types. 



PLE: Second-Order Proximity Model
qIntuition

qNodes with similar distributions over neighbors are similar to each 
other 

qDefine the probability of feature 𝑓%	generated by mention 𝑚" for each 
link	(𝑚",𝑓% 	) in the mention-feature subgraph as follows 

qEnforce the conditional distribution specified by embeddings, i.e., 
𝑝 + 𝑚" , to be close to the empirical distribution (i.e., link distribution of 
𝑚" over all features in the mention-feature subgraph)



Learning Algorithm for PLE

qCan be efficiently solved by alternative
minimization algorithm  based on block
coordinate descent schema

qAlgorithm complexity is linear to #links 
in the heterogeneous graph

qMini-batch stochastic sub-gradient
descent can also be applied for our
problem



Top-Down Type Inference
qPerform top-down search in the candidate type sub-tree 

to estimate the correct type-path
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Figure 2: Framework Overview and Examples of Graph Construction.

that are irrelevant to mi’s specific context ci. Ideally, the
type labels for mi 2 M should form a type-path (not required
to end at a leaf) in Yi [34, 7, 35], which serves as a context-
dependent type annotation for mi. However, as discussed
in [7] and shown in Fig. 1, Yi may contain type-paths that
are irrelevant to mi in ci. Even though in some cases Yi is
already a type-path, it may be overly specific for ci and so
insu�cient to infer the whole type-path using ci. We denote
the true type-path for mention mi as Y⇤

i . This work focuses
on estimating Y⇤

i from Yi based on mention mi as well as its
context ci, where the candidate type set Yi may contain (1)
types that are irrelevant to ci, and (2) types that are overly
specific to ci. Formally, we define the LNR task as follows.

Definition 1 (Problem Definition). Given a KB  
with type schema Y and entity-type facts T =

�
(e, y)

 
, a

target type hierarchy Y ✓ Y , and an automatically labeled
training corpus D =

�
(mi, ci,Yi)

 N
i=1

, the LNR task aims to
estimate a single type-path Y⇤

i ✓ Yi for each entity mention
mi 2 M, based on mi itself as well as its context ci.

Non-goals. Label noise may also come from incorrect men-
tion boundaries and wrong mapping of mentions to KB enti-
ties. This work relies on existing entity linking tools [25] to
provide decent entity mention detection and resolution re-
sults (e.g., leftmost column of Fig. 2), but we do not address
their limits here. We also assume human-curated target type
hierarchies are given for the task (It is out of the scope of
this study to generate the type hierarchy Y).

3. LABEL NOISE REDUCTION
This section lays out the framework. As the candidate

type sets in the training corpus contain “false” types, su-
pervised learning techniques (e.g., multi-label learning [14],
hierarchical classification [35]) may generate predictions bi-
ased to the incorrect type labels [7]. Our solution casts the
problem as a weakly-supervised learning task, which aims to
derive the relatedness between mentions and their candidate
types using both corpus-level statistics and KB facts.

Specifically, each entity type is treated as an individual
object to be modeled. As type assignment on each mention
is noisy, we adopt ideas from partial label learning [2] to
carefully model mention-type associations, and extract a set
of text features for each mention to assist in modeling its true
types. In order to capture the semantic similarity between
types, we further derive type correlation from two di↵erent
sources, i.e., KB and the given type hierarchy.

Framework Overview. We propose a graph-based partial-
label embedding framework (see also Fig. 2) as follows:

1. Generate text features for each entity mention mi 2 M,
and construct a heterogeneous graph using three kinds
of objects in the corpus, namely entity mentions M, tar-
get types Y and text features (denoted as F), to encode
aforementioned signals in a unified form (Sec. 3.1).

2. Perform joint embedding of the constructed graph G into
the same low-dimensional space where, in that space,
close objects (i.e., whose embedding vectors have high
similarity score) tend to also share the same types (Sec. 3.2).

3. For each mention mi (in set M), search its candidate
type sub-tree Yi in a top-down manner and estimate the
true type-path Y⇤

i from learned embeddings (Sec. 3.3).

3.1 Construction of Graphs
To capture the shallow syntax and distributional seman-

tics of a mention mi 2 M, we extract various features from
both mi itself (e.g., head token) and its context ci (e.g., bi-
gram). Table 2 lists the set of text features used in this work,
which is similar to those used in [34, 14]. We denote the set
of M unique features of M extracted from D as F = {fj}Mj=1.
Details of feature generation are introduced in Sec. 4.1.
With entity mentions M, text features F and target types

Y, we build a heterogeneous graph G to unify three kinds
of links: mention-type link represents each mention’s candi-
date type assignment; mention-feature link captures corpus-
level co-occurrences between mentions and text features;
and type-type link encodes the type correlation derived from
KB or target type hierarchy. This leads to three subgraphs
GMY , GMF , and GY Y , respectively.

Mention-Type Association Subgraph. In the automatically
labeled training corpus D =

�
(mi, ci,Yi)

 
, each mention mi

is assigned a set of candidate types Yi from the target type
set Y. This naturally forms a bipartite graph between entity
mentionsM and target types Y, where each mentionmi 2 M
is linked to its candidate types Yi with binary weight, i.e.,
GMY =

�
(mi, yk) | yk 2 Yi, mi 2 M 

; wik = 1 if (mi, yk) 2
GMY and wik = 0 otherwise.
Existing embedding methods rely on either the local con-

sistent assumption [9] (i.e., objects strongly connected tend
to be similar), or the distributional assumption [17] (i.e., ob-
jects sharing similar neighbors tend to be similar) to model
graph structures. However, some links are“false” links in the
constructed mention-type subgraph—adopting the above as-
sumptions may incorrectly yield mentions of di↵erent types
having similar embeddings. For example, in Fig. 2, “Hillary
Clinton” in S1 and “Trump” in S3 have several candidate
types in common (thus high distributional similarity), but
their true types are di↵erent (i.e., politician versus busi-



Experiment Setting

qDatasets:
q(1) Wiki: 1.5M sentences sampled from ∼780k Wikipedia articles
q(2) OntoNotes: 13,109 news
q(3) BBN: 2,311 Wall Street Journal articles



Experiment Setting

qCompared Methods
q(1) Sib: removes siblings types; (2) Min: removes types that appear only 

once in the document; (3) All: first performs Sib pruning then Min pruning; 
(4)DeepWalk: embedding a homogeneous graph with binary edges; (5) 
LINE: second-order LINE; (5) WSABIE: adopts WARP loss with kernel 
extension; (6) PTE: applied PTE joint training algorithm on subgraphs GM F 

and GM Y . (7) PL-SVM: uses a margin-based loss to handle label noise. (8) 
CLPL: uses a linear model to encourage large average scores for candidate 
types. 

qFor PLE, we compare (1)PLE: adopts KB-based type correlation subgraph; 
(2)PLE-CoH: adopts type hierarchy-based correlation subgraph; (3)PLE-
NoCo: does not consider type correlation. 



Intrinsic Experiments: Effectiveness of 
Label Noise Reduction

q Goal: compare how accurately PLE and the other methods can estimate the true types 
of mentions from its noisy candidate type set 

40.57% improvement 
in Accuracy and 
23.89% improvement 
in Macro-Precision 
compared to the best 
baseline on Wiki 
dataset

q vs. pruning strategies: LNR identifies true types from the candidate type sets 
instead of aggressively deleting instances with noisy type labels 

q vs. other embedding methods: PLE obtains superior performance because it 
effectively models the noisy type labels

q vs. PLE variants: (i) PLE captures type semantic similarity; (ii) modeling type 
correlation with entity-type facts in KB yields more accurate and complete type 
correlation statistics than type hierarchy-based approach 



Intrinsic Experiments: Effectiveness of 
Label Noise Reduction

q Example output on news articles

q PLE predicts fine-grained types with better accuracy (e.g., person_title) 
q and avoids from overly-specific predictions (e.g., news_company) 



Intrinsic Experiments: Effectiveness of 
Label Noise Reduction

qTesting the effect of training set size 
qPerformance of all methods improves as the ratio increases, and becomes 

insensitive as the sampling ratio > 0.7 
qTesting the effect of training set size 

qPerformance of PLE becomes insensitive as becomes small enough (i.e., 0.01)



Extrinsic Experiments: Fine-Grained Entity 
Typing 

qCompare performance gain of two state-of-the-art typing systems, when using denoised 
training data output by different compared methods

q vs. other noise reduction methods: the effectiveness of the proposed margin-based 
loss in modeling noisy candidate types 

q vs. partial-label learning methods: PLE obtains superior performance because it 
jointly models type correlation derived from KB and feature-mention co-occurrences 
in the corpus 



Case Analysis 
q Testing at different type levels

q It is more difficult to distinguish among deeper (more fine-grained) types. 
q PLE always outperforms the other two method, and achieves a 153% 

improvement in Accuracy. 

q Iterative re-training of PLE 
q Analyze the effect of boostrapping PLE 
q The performance gain becomes marginal after 3 iterations of re-training 
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