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Abstract:
Scientific knowledge is encoded in a variety of data forms such as text, tables, relational databases, ontologies, taxonomies, knowledge graphs, etc. Other than text, all the data types are structured or semi-structured, which machines can extract the knowledge easier. Recently, language models pre-trained on unstructured text have demonstrated surprising performance in high school science exams and science question answering benchmarks. So, is structured knowledge still essential for machines to understand sciences? In this talk, I will introduce our collaborative work with medical scientists, data scientists, and biologists, which have been published in KDD 2019, EMNLP 2019, WWW 2020, WWW 2021, and KDD 2021. I will discuss a few kinds of essential knowledge that the unstructured text could not cover and structured data were missing, and provide realistic solutions to comprehensive scientific information understanding.
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