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Abstract:
Text-to-text generation models have been developed for various applications such as
machine translation, text summarization, question answering, and commonsense reasoning.
They are often trained to produce text with text as the only input. However, their performance
suffers from lack of knowledge that text-to-text mapping could not discover. Knowledge
graphs have tons of relational information about concepts and/or entities that can be used to
enhance language generation. In this talk, I will introduce our recent work in NAACL 2021,
ACL 2022, and EMNLP 2022. The knowledge-enhanced language generation models can
improve the precision of machine translation, factual correctness of abstractive
summarization, accuracy of question answering, and diversity of commonsense reasoning.
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