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Abstract:
Knowledge-intensive NLP tasks are the tasks that humans could not reasonably be
expected to perform without access to external knowledge sources such as search engines,
Wikipedia, dictionaries, and knowledge bases. They include open-domain question
answering, commonsense reasoning, fact checking, etc. The state-of-the-art performance on
such kinds of tasks is achieved by knowledge-augmented NLP solutions. They look for
useful knowledge to augment the input for learning and prediction. However, the external
data are heterogeneous and created independently from the task input; also, indexing and
retrieval are expensive in time and space. In this talk, I will introduce our work in
ACL/EMNLP/ICLR on effective and efficient knowledge augmentation. It extends retrieval
augmentation beyond unstructured data for language model training and usage. Since three
tutorials in ACL/EMNLP and two successful workshops at AAAI and KDD (and soon in ACL
2024, Thailand), this area of study has established a growing and enduring community. Join
us if you are interested!
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