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Abstract:
Data augmentation techniques have been widely used to increase the amount of data by
adding slightly modified copies of existing data or newly created synthetic data. It helps
reduce overfitting in machine learning models. While the learning approaches for image and
text data augmentations have been studied, there is very little work on learning for graph
data augmentation (GDA). In this talk, I will introduce our work in AAAI 2021, CIKM 2021,
ICML 2022, and KDD 2022 on effective graph data augmentation. Our GDA methods for
graph neural networks cover node-level, link-level, and graph-level tasks.
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