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Abstract—Nowadays, many companies, organizations and individuals are using the function of sharing or retweeting information to promote their products, policies, and ideas on social media. While a growing body of research has focused on identifying the promoters from millions of users, the promoters themselves are seeking to know which strategy can improve promotional effectiveness, which is rarely studied in the literature. In this work, we investigate an open problem of effective promotional strategy selection via causal analysis which is challenging in identifying and quantifying promotional strategies as well as the selection bias when estimating the causal effect of promotional strategies from observational data. We study the promotional strategies not only on the content level (what to promote) but also on the context level (when and how to promote). To alleviate the issue of selection bias in observational studies, we propose a data-driven approach that is a Propensity Score Matching (PSM) based method, which helps to evaluate the causal effect of each promotional strategy and discover the set of effective strategies to predict the promotional effectiveness (i.e., the number of users infected by the promotion). We evaluate our proposed method on a real social dataset including 194 million users and 5 million promoted messages. Experimental results show that (1) the top-ranked strategies by our PSM based method significantly and consistently outperform the correlation based feature selection methods in predicting promotional effectiveness; (2) we conclude our observations from the real data with three interpretable and practical ideas for steering social media promotion.
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1 INTRODUCTION

PROMOTION is everywhere and expensive. People always wonder how to use a smaller marketing budget for a smarter promotion. For example, the administration of the US President spent nearly $700 million dollars to promote the Obamacare\(^1\); the Starbucks spent $485 million dollars for media advertising in 2010-2014\(^2\). Governments and companies have realized the great value of the promotional function of social media that users can easily generate and share messages on a huge network. However, there is a lack of real data-driven approaches to support effective strategy-making processes to promote commercial product, disaster alert and public policy.

Fortunately, a rich line of work focus on identifying promoters in social media [32][31][25][21][20]. Thanks to these techniques that accurately distinguish the roles of accounts (promoters and ordinary users), we are able to observe various strategies from the promoters. For example, as “Strategy 1” shown in Figure 1, there are groups of promoters that believe repeat promotion can attract repeat customers. Thus, they post the same message (e.g., “Up to 30% Off Coupon Code”) for many times. Another strategy, “Strategy 2”, is to decorate the promoters’ messages according to the profiles or interests of recipients (e.g., adding “a chance to win 30% Off for Prada and Gucci” when sending the clothing promotional messages to young ladies), called personalized decoration. They believe their personalized feature can significantly attract the target customers stronger than just sending the original messages. The question is, which strategy is more effective, or what are the most effective strategies in social media promotions? That is the effective promotional strategy selection problem.

It is nontrivial to address the problem, and there are two major challenges as follows. First, there is a lack of study on promotional strategies in social media, while we spot many cases in real data. Besides the aforementioned strategies “repeat promotion” and “personalized decoration”, the promoters make their strategies from different factors including content, user, network and timing. Although the research literature of cascade prediction [12][10][36] and influence maximization [7][6][26][35] are proposed to analyze the patterns of information propagation or select the top influential users in social network. However, they ignore the behaviors of promoters and promotional strategies. Therefore, the effective promotional strategies selection problem has never been studied on the promoter side and from the data-driven angle. Specifically, the problem can be defined as follows: Given the social network and a group of promoters that a company can manipulate (i.e., using them to post any content at any time), which strategies will be effective for these promoters and achieve good effectiveness?

Another challenge is the issue of selection bias when evaluating the causal effect of a promotional strategy from observational data. Actually, in observational studies, the selection bias is a principal issue in the estimation of treatment effect [18] which here refers to the causal effect of a treatment variable (whether a promotion adopts a particular strategy) on an outcome variable (the number of users infected by this promotion) as shown in Figure 2. The selection bias issue is induced by that the treatments...
There is a lack of study on social media promotional strategies, while we spot many in real data, for instance, repeat promotion and personalized decoration on message. However, it is difficult to answer the above questions due to the selection bias in evaluating their effectiveness with observational studies.

We propose a data-driven approach, Propensity Score Matching (PSM) based algorithm, to estimate the causal effect of each strategy and address the effective promotional strategy selection problem from causal angle. In particular, conditioned by the propensity score [42], the distribution of confounders will be similar between treated and untreated promotions, where a treated (untreated) promotion is a promotion that adopts (does not adopt) a given strategy. With PSM based method, we can successfully reduce the selection bias and precisely estimate the causal effect of all 17 promotional strategies, which helps to select the effective strategies. Furthermore, we summarize three tactics to steer social media promotions.

- **Personalized decoration**, as well as **early-stage message** (small depth-in-path, i.e., promote before the message has gone too deep in the network) and **proper timing** (big user-active-time, i.e., promote in the hours that users are active in social media) can significantly improve the promotional effectiveness.
- **Repeat promotion** does not equal to repeat customers. There is a trade-off: the more a promoter repeats the same content, the fewer adoptions he/she will harvest, though the total number of adopted promotions is monotonic nondecreasing as the number of promotions increasing.
- **Popular and ordinary promoters** have different effective strategies. Timing or contextual factors are more important for popular promoters, while the ordinary promoters should focus on generating good content.

It is worthwhile to highlight our contributions as follows.

**Causal Angle:** We address the problem of effective promotional strategy selection from causal angle. With Weibo’s real data, we identify and quantify a large set of promotional strategies from both context and content levels. Then, we select the most effective strategies by their causal effect on promotional effectiveness.

**Selection bias reducing:** In order to overcome the serious issue of selection bias that regression-based methods and predictive models suffer from, we propose a data-driven approach to reduce the selection bias and estimate causal

---

**Fig. 1:** What are the promotional strategies, and which is the most effective? There is a lack of study on social media promotional strategies, while we spot many in real data, for instance, repeat promotion and personalized decoration on message. However, it is difficult to answer the above questions due to the selection bias in evaluating their effectiveness with observational studies.

**Fig. 2:** Framework of treatment effect estimation in observational studies. The framework includes an Treatment (T), such as whether a promotion adopts a particular promotional strategy, an Outcome (Y), such as the number of users infected by the promotion, and a set of Confounders (X), which are causally related to both the treatment and outcome, such as the other features and strategies of the promotion. Since the strategy (treatment) is not randomly assigned to promotions in observational studies, the distributions of confounders may be different between promotions with and without the particular strategy and make selection bias on outcome. Hence, one have to reduce the selection bias induced by the confounders before estimating the treatment effect.
effect of each promotional strategy from observational data.

- **Effectiveness and insights:** Experimental results demonstrate that the top-k strategies selected by our PSM based method are more consistently effective than baseline models (MRel and mRMR). And we summarize three insightful and practical points for steering social media promotions.

The rest of this paper is organized as follows. Section 2 reviews the related work. Section 3 gives the definition of our proposed problem of **effective promotional strategy selection in social media.** Promotional strategies are listed and discussed in Section 4. In Section 5, we introduce the details of our PSM based method. Section 6 shows experimental results, and finally, Section 7 concludes the paper.

## 2 Related Work

In this section, we review four fields of related work, influence maximization, cascade prediction, causal discovery and propensity score matching, then point out the uniqueness of our work.

### 2.1 Influence Maximization

The influence maximization problem aims to select a small set of users in a social network that can maximize the influence of target messages under a certain influence cascade models. Domingos and Richardson first studied this problem [13][40], and Kempe et al. formulated it as an optimization problem and proved it is NP-hard [27]. Later, many researchers devoted themselves to find an efficient and scalable solution, such as, greedy algorithms [47][16] and heuristics algorithms [7][28][6][8]. However, in the previous methods, each user is assumed to have a binary state: adopt or not, which cannot fully and clearly describe the real cases (like recurrent adoptions) in social promotion. Moreover, their selected subset of users are often the top influential, while we study a new problem that given set of promoters who can be well manipulated, what promotional strategies can improve their promotional effectiveness. In this paper, we focus on effective promotional strategies selection problem for steering social media promotions.

### 2.2 Cascade Prediction

Recently, fruitful researches have been proposed to analyze information cascades especially in social media. Yang et al. [48] proposed a K-spectral centroid clustering algorithm which uses time series patterns to find information cascades in Twitter. Matsubara et al. [33] developed a unified model SPIKEM with seven parameters to explain cascade patterns. Cui et al. [12] selected nodes as sensors in social network to predict cascade outbreak in early stage. Yu et al. [49] uncovered and predicted the macro cascading process with micro behavioral dynamics. Myers et al. [36] predicted the bursty with social network structure dynamics. Cheng et al. [10] proposed to analyze if cascade growth is predictable and studied the problem that if a cascade will double the size in the future. Most of these works aim to find rules and patterns of information cascades and to predict cascade popularity in social network, ignoring the behaviors of promoters. The promotion phenomenon in social media is rarely investigated. Understanding and analyzing the behavioral patterns of the promoters and their promotional strategies is still an open and challenging problem. In this paper, we study the promotional strategies effect, and develop an effective promotional strategies selection algorithm to predict the promotional effectiveness.

## 2.3 Causal Discovery

Discovering causal relations is fundamental to reasoning and intelligence. The gold standard method for causal discovery is to perform active interventions (also called randomized experiments) [37]. However, interventions are often expensive, unethical, or impossible to realize in many situations. In all of these situations, there is a prime need to discovery and reason the causality from observational data. Over the last decade, the state-of-the-art in causal discovery has matured into a wide array of algorithms, including PC-type methods [44], time series methods [17][15], and identifiable methods [19][39][9][34][50][43]. [44] and [37] explored a formal causal semantics based on DAGs for causal discovery. [17] and [15] introduced the Granger causality and its extension for temporal or dynamic causal relations discovery from time series. [19], [34] and [39] involved the additive noise models for causal discovery, since these models are well understood, and [9] proposed a reproducing kernel Hilbert space embediness-based method to solve a general causal discovery problem. [41] introduced the tool of proxy variables and projections for causal discovery. Causal discovery has proved to be a promising way to infer the causal direction from observations. But, in this paper, we focus on the causal effect estimation from observational data.

### 2.4 Propensity Score Matching

Evaluating treatment effect in observational studies often requires adjustment for selection bias in pre-treatment variables. In literature, Rosenbaum and Rubin [42] proposed a statistical framework based on propensity score adjustment. It is aiming to balance the difference distribution of confounders among group of units receiving different treatment. Such framework has been widely used in observational causal study, including matching, stratification, weighting and regression on propensity score [2][1][4][46][5]. Austin et al. [2] described these four propensity score methods. Sinan et al. [1] used propensity score matching to distinguish peer-to-peer influence from homophily in dynamic network. [4][46] evaluated the effect of online advertisement based on propensity score. [5] made propensity score matching on network structure. In this work, we introduce the propensity score matching based method to analyze the causal effect of promotional strategies in social media and select the most effective strategies to predict promotional effectiveness, which is a brand new problem to our research community.

Comparing to the preliminary version [29], this one comprises a new effective strategy selection method, experimental efforts and contributions. Key points of differences lie in the following aspects: based on the predefined problem of promotional strategy effect estimation, we move one step further to rank the promotional strategies by their absolute causal effect on promotional effectiveness and select the top-k effective strategies to predict the final promotional effectiveness. The extensive experimental results demonstrate that the top-k strategies ranked by our method are more consistently effective than two classical correlation-based feature selection methods (MRel [45] and mRMR [38]).

## 3 Problem Statement

Before we define the effective promotional strategy selection problem, we give the definitions of “promoter”, “promotion”, and “promotional effectiveness” ordinally. The symbols and definitions are given in Table 1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Set of active users</td>
</tr>
<tr>
<td>P</td>
<td>Set of promoters</td>
</tr>
<tr>
<td>T</td>
<td>Set of promotional strategies</td>
</tr>
</tbody>
</table>
Definition 1 (Promoter). A promoter $u_{pro} \in U_{pro}$ in social media (e.g., Twitter) is one of a group of users that are manipulated by companies, organizations or individuals and operated to retweet target message (denoted by “$”) for monetary incentives or other purposes.

Among the fruitful research works [32][31][21][20] on identifying social promoters, we use a state-of-the-art effective and scalable algorithm called CROSSSPOT [25] to label every user as whether a promoter or not. CROSSSPOT evaluated the probability of a group of users’ behavioral patterns in multi-faceted data, and searched for the most suspicious parts of behaviors (e.g., retweeting, resharing) with a theoretical guarantee of accuracy.

Definition 2 (Promotion). Given a target message “$” in social media (e.g., Twitter), a promotion $p$ is a retweet “$+c(p)$” generated by a promoter $u_{pro}$, where $c(p)$ is the comment with which $u_{pro}$ decorates the target message “$” when promoting.

The basic function of social media ensures that the promoter’s followers will receive his/her promotion when they log in the platform in the near future. The promoter expects high promotional effectiveness, i.e., his/her promotion will be adopted as many times as possible.

Definition 3 (Promotional effectiveness). The effectiveness of a promotion $p$ is the number of the ordinary users who adopt the promotion (e.g., retweeting/resharing the content to their followers/friends) in the future. In other words, the promotional effectiveness of promotion $p$, denoted by $PE(p)$, is the size of the set of ordinary users $U_{adp}(p)$ who adopt the promotion $p$: $PE(p) = |U_{adp}(p)|$.

In order to improve the effectiveness, the promoters are seeking for a handbook to introduce effective strategies that have significant effect on promotional effectiveness. Thus, they would be able to practice (i.e., make more effective strategy to attract their audiences) in the real world. Here we focus on the fundamental problem: how to define and select strategies which have significant effect on promotional effectiveness.

Problem 1 (Effective Promotional Strategy Selection in Social Media). Given a promotion $p$ and multi-faceted information including the social network, the target message “$” and comment $c(p)$, and given a set of static features $S_{static}$ and a set of promotional strategies $S_{pro} = \{s_1, \ldots, s_m\}$, our task is to evaluate the causal effect of each strategy on $PE(p)$ and select a subset of significant effective strategies $S_{sigpro} \subseteq S_{pro}$ to predict the promotional effectiveness.

In Section 4, the static features and promotional strategies will be introduced in details. In practice, we evaluate the causal effect of each promotional strategy $s_i$ by setting it as treatment $T$; other strategies $S_{pro} - \{s_i\}$ and static features $S_{static}$ as confounders X and the promotional effectiveness $PE(\cdot)$ as outcome Y with the framework as shown in Figure 2. The key challenge of causal effect estimation is the selection bias issue. Since in observational studies, the treatment is not assigned randomly, which make the distribution of confounders are distinct between treated and untreated promotions groups. We will introduce the propensity score matching based method to remove the selection bias when estimating causal effect of strategies, then rank the strategies with their estimated causal effect and select the top-k effective strategies to predict the promotional effectiveness.

4 Features and Promotional Strategies

In this section, we briefly list static features (see Table 2), and investigate promotional strategies (see Table 3) that drive the higher promotional effectiveness from two main dimensions: context and content.

4.1 Static features

Before we estimate the effect of strategies on the promotional effectiveness, we have to eliminate the selection bias induced by static features, which cannot be changed by anyone in the social networks. Table 2 lists the static features from three domains. First, the network structural characteristics of the promoters and their previous impact, including the number of followers/followees of the promoter $u_{pro}$, the PageRank value of $u_{pro}$, and the previous average promotional effectiveness of $u_{pro}$. Second, the characteristics of target message “$”, including the length of message, number of hashtags, mentions, emoticons, question marks, exclamation marks and URLs of message. Third, the characteristics of the root user $u_{root}$ such as the number of followers/followees, PageRank value and the previous average promotional effectiveness.

4.2 Context-level Strategies

Now we proceed by describing context-level strategies mainly for answering when the promoters should act. The first natural factor contributing to improve the promotional effectiveness is the timing. We study the timing factors from many perspectives, for example, how long it has been since the root message was generated, which hour the promotion will be posted, or, how many messages online users usually post at this hour (while their activity often forms a periodic pattern), and the time interval between former and current promotion or current and the next promotion. We also study the depth of this promotion on the promoted message’s information propagation path, i.e., how many parent retweet nodes does this promotion node has in the path.

4.3 Content-level Strategies

The other natural factor is the content itself, i.e., the comment $c(p)$ that the promoter decorates on the target message. We group the content-level strategies into two classes: (1) word-count based strategies and (2) topic-distribution based strategies. The first class of strategies are easy to compute, such as the length of comment, the number of hashtags, mentions, emoticons, question marks, exclamation marks and URLs. The second class relies on LDA topic models [3] that have been incorporated into many tasks [14][24]. We denote by $Pr(z|c(p))$ the probability distribution over topic $z \in Z$ assigned to the comment $c(p)$, where $Z$ is the set of all the 100 topics. Now we define the following...
TABLE 2: Static features of a promotion: it has a few facets that cannot be changed by strategy, including the promoter’s popularity, the content of the target message, and the characteristics of the root user.

<table>
<thead>
<tr>
<th>Promoter ($u_{pro}$)</th>
<th>Target message (“$””)</th>
<th>Root user ($u_{root}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>num-followers-of-$u_{pro}$</td>
<td>length-of-message-“$””</td>
<td>if-$u_{root}$-is-promoter</td>
</tr>
<tr>
<td>num-followees-of-$u_{pro}$</td>
<td>num-hashtags-of-message-“$””</td>
<td>num-followers-of-$u_{root}$</td>
</tr>
<tr>
<td>ratio-of-female-followers-of-$u_{pro}$</td>
<td>num-mentions-of-message-“$””</td>
<td>num-followees-of-$u_{root}$</td>
</tr>
<tr>
<td>PageRank-value-of-$u_{pro}$</td>
<td>num-emoticons-of-message-“$””</td>
<td>PageRank-value-of-$u_{root}$</td>
</tr>
<tr>
<td>average-PE-of-$u_{pro}$</td>
<td>num-question-marks-of-message-“$””</td>
<td>average-PE-of-$u_{root}$</td>
</tr>
<tr>
<td></td>
<td>num-exclamation-marks-of-message-“$””</td>
<td></td>
</tr>
<tr>
<td></td>
<td>num-URLs-of-message-“$””</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 3: Promotional strategies of a promotion: we present both context-level and content-level strategies. Practitioners can easily compute the values after reading the descriptions.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context</td>
<td></td>
</tr>
<tr>
<td>depth-in-path</td>
<td>Depth of the promotion $p$ in the propagation path (i.e., #parent-retweets)</td>
</tr>
<tr>
<td>num-of-repeat</td>
<td>Number of repeat: the promoter $u_{pro}$ may repeat retweeting the content “$”</td>
</tr>
<tr>
<td>user-active-time</td>
<td>Users’ activity in the hour of the promotion $p$ (i.e., periodic pattern)</td>
</tr>
<tr>
<td>time-after-the-root</td>
<td>Time interval between the root (target) message “$” and the promotion $p$</td>
</tr>
<tr>
<td>interval-after-the-former</td>
<td>Time interval between the former promotion and the current one</td>
</tr>
<tr>
<td>interval-before-the-next</td>
<td>Time interval between the current promotion and the next one</td>
</tr>
<tr>
<td>Content</td>
<td></td>
</tr>
<tr>
<td>length-of-comment</td>
<td>Length of promotional comment $c(p)$</td>
</tr>
<tr>
<td>num-of-hashtags</td>
<td>Number of hashtags (“$#XX$”) in promotional comment $c(p)$</td>
</tr>
<tr>
<td>num-of-mentions</td>
<td>Number of mentioned users (“$@XX$”) in promotional comment $c(p)$</td>
</tr>
<tr>
<td>num-of-emoticons</td>
<td>Number of emoticons (“$:D$”) in promotional comment $c(p)$</td>
</tr>
<tr>
<td>num-of-question-marks</td>
<td>Number of question marks (“$...?...?””) in promotional comment $c(p)$</td>
</tr>
<tr>
<td>num-of-exclamation-marks</td>
<td>Number of exclamation marks (“$...!...!””) in promotional comment $c(p)$</td>
</tr>
<tr>
<td>num-of-URLs</td>
<td>Number of URLs (“$http...$”) in promotional comment $c(p)$</td>
</tr>
<tr>
<td>topic-popularity</td>
<td>Popularity of the topics in the comment $c(p)$ (see Eq. 1)</td>
</tr>
<tr>
<td>topic-diversity</td>
<td>Diversity of all the topics of the comment $c(p)$ (see Eq. 3)</td>
</tr>
<tr>
<td>topic-novelty</td>
<td>Difference between topics of the comment $c(p)$ and target message “$”” (see Eq. 4)</td>
</tr>
<tr>
<td>topic-interest</td>
<td>Similarity between the comment $c(p)$ and recipient’s interest (see Eq. 5)</td>
</tr>
</tbody>
</table>

The topic-level interest describes the similarity between the comment of promotion $c(p)$ and the recipient’s interest of promoter $u_{pro}$:

$$\text{topic-interest}(p) = \sum_{z \in Z} \Pr(z|c(p)) \cdot \text{recipient-interest}(u_{pro}, z),$$

where $\text{recipient-interest}(u_{pro}, z)$ is the recipient’s interest of promoter $u_{pro}$ on topic $z$, which is defined as follow:

$$\text{recipient-interest}(u_{pro}, z) = \sum_{p \in P_{u_{pro}}} \Pr(z|c(p)) \cdot PE(p),$$

where $P_{u_{pro}}$ is a set of previous promotions by promoter $u_{pro}$.

5 Effective Promotional Strategy Selection with Propensity Score Matching

In this section, we present our Propensity Score Matching (PSM) based algorithm to reduce the selection bias and estimate causal effect of promotional strategies from observational data.

As described in Section 3, we evaluate the effect of each promotional strategy $s_i$ by setting it as treatment $T$, other strategies $S_{pro} = \{s_i\}$ and static features $S_{static}$ as confounders $X$ and the promotional effectiveness $PE(.)$ as outcome $Y$. Then, for each promotion $p$ in our problem, we observe a treatment $T_p = t$, an outcome $Y_p(t) = PE(p)$ and a vector of other strategies and features $X_p$. In this paper, we only consider the binary treatment, that is $t \in \{0, 1\}$. We define the promotions which adopts the
strategy, that is \( T = 1 \), as treated promotions and the others with \( T = 0 \) as untreated promotions.

To evaluate the causal effect of a given strategy (treatment \( T \)) on the outcome \( Y \), we have to remove the selection bias induced by \( X \). And there are two standard assumptions usually made for unbiased evaluating the treatment effect in observational studies.

Assumption 1: stable unit treatment value [11]. The distribution of potential outcome for one unit is assumed to be unaffected by the particular assignment of treatment of another unit given the confounders.

Assumption 2: strong ignorability of treatment assignment [42]. The distribution of treatment is independent of the potential outcome given the confounders. Formally, \( T \perp (Y(0), Y(1)) | X \).

When estimating the treatment effect, the primary interest is the distribution of \( Pr_Y(Y(t) | X) \) for each \( t \in \{0, 1\} \) when fixing \( X \), or its average over the population \( Pr(Y(t)) \). Due to the fact that we observed only one potential outcome \( Y(T = t) \) for each unit, therefore, in order to obtain \( Pr(Y(t)) \), we have to condition on the observed treatment assignment and confounders [23]. Under assumption 2, we have

\[
P_r(Y(t)|d_0(T = t), X) = \frac{Pr_{d_0}(T = t)Y(t)X)Pr(Y(t)|X)}{Pr_{d_0}(T = t)X),} (7)
\]
hence,

\[
Pr(Y(t)) = \int_X Pr(Y(t)|d_0(T = t), X)Pr(X)dX, (8)
\]
where \( Pr(Y(t)|d_0(T = t), X) \) is the conditional distribution of \( Y(t) \) by setting \( T = t \) and giving \( X \), and \( Pr(X) \) is the distribution of \( X \).

In principle, we can model \( Pr(Y(t)|d_0(T = t), X) \) directly, but the result will be strongly biased if the relation between \( T \) and \( X \) is omitted or misspecified [22]. Matching and subclassification according to \( X \) can avoid the bias when the confounders \( X \) is in low dimensions. However, as the number of the dimensions of \( X \) increasing, existing methods become computationally infeasible.

To address the high dimensional issue of confounders \( X \), we employ the balancing score, denoted by \( b(X) \), to summarize the required information to balance the distribution of \( X \). The balancing score was proposed in [42] for treatment effect estimation with binary treatment. And it had been proved in [42] that the treatment assignment is strongly ignorable when giving the balancing score. Formally, \( T \perp (Y(0), Y(1)) | b(X) \). The propensity score, denoted by \( e(X) \), is the most commonly used balancing score in treatment effect estimation with observational data, which is defined as the conditional probability of be treated when giving the confounders, that is \( e(X) = Pr(T = 1 | X) \).

We have the propensity score which is an balancing score as follows:

\[
Pr(d_0(T = t)|Y(t), e(X)) = Pr(d_0(T = t)|e(X)). (9)
\]
Hence we obtain \( p(Y(t)) \) as

\[
Pr(Y(t)) = \int_{e(X)} Pr(Y(t)|d_0(T = t), e(X))Pr(e(X))de(X). (10)
\]

We approximate the integral in Eq. (10) by propensity score matching based algorithm, which matches promotions with the similar propensity score \( e(X) \) between treated (\( T=1 \)) and untreated (\( T=0 \)) groups, then estimates the average treatment effect \( E(Y(1) - Y(0)) \) under the matched treated and untreated promotion groups. The propensity score matching algorithm is summarized in Algorithm 1.

In the 1st step of algorithm 1, we estimate the propensity score \( e(X) \) using logistic regression model. Hence,

\[
e(X) = p(T = 1 | X) = \frac{1}{1 + e^{-\alpha + \beta X}}, (11)
\]
where \( \alpha \) and \( \beta \) are the parameters to learn.

In the 2nd step of Algorithm 1, we match the promotions into 2 groups (treated group where \( T = 1 \) and untreated group where \( T = 0 \)) by employing the nearest neighbor matching method. Specifically, for each treated promotion \( p \) whose \( T = 1 \), we choose an untreated promotion \( q \) whose \( T = 0 \) to match with the constraint that \( |e(X_p) - e(X_q)| \) is minimum. And we set a threshold \( \epsilon \) to filter the pairs of \( p \) and \( q \) that satisfy the condition: \( |e(X_p) - e(X_q)| < \epsilon \). After that, we can obtain the matched promotions set \( P_{matched} \), including the matched treated and untreated promotions. In this step, we reduce the selection bias in observational data by units matching with propensity score.

Next, in the 3rd step of algorithm 1, we calculate the average outcome of treated group \( T = 1 \) and untreated group \( T = 0 \). And in the 4th step, we estimated the average treatment effect \( ATE \) as:

\[
ATE = \frac{\sum_{p \in P_{matched}, T(p) = 1} PE(p)}{\sum_{q \in P_{matched}, T(q) = 0} PE(q)} - 1. (12)
\]

The propensity score matching based algorithm helps us to reduce the selection bias and evaluate the treatment (promotional strategy) effect more accurately. Then we rank the promotional strategies by their estimated causal effect and select the top-k effective strategies to predict the promotional effectiveness.

6 EXPERIMENTS

In this section, we first introduce our dataset and then provide comprehensive analysis for the effect of promotional strategies after reducing the selection bias by the Propensity Score Matching (PSM) method, and finally, we demonstrate the high accuracy and efficiency of selected strategies by their estimated effect in promotional effectiveness prediction with a series of experiments.

6.1 Dataset

We crawled a large dataset of both user and tweet information during Nov. 9th, 2011 to Dec. 22nd, 2011, from Tencent Weibo, a Twitter-style social platform in China. For the user information, we have a social graph of nearly 200 million users; for the
TABLE 4: Data statistics: we identified 21K promoters from 194M users, and collected over 4M messages that were generated after the promoters posted 814K retweets.

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>193,998,829</td>
</tr>
<tr>
<td>Number of promoters</td>
<td>21,378</td>
</tr>
<tr>
<td>Number of target messages</td>
<td>13,314</td>
</tr>
<tr>
<td>Number of promotions</td>
<td>814,824</td>
</tr>
<tr>
<td>Number of adopted promotions</td>
<td>4,213,545</td>
</tr>
</tbody>
</table>

(a) The median value of followers are often is 71.

Fig. 3: Distributions of promoters’ followers: (a) Few promoters have over 1,000 followers. (b) Only 8.95% of the promoters have more than 20% of followers who are promoters.

tweet information, we have retweeting paths (i.e., parent-to-child retweeting relationships) consisted of 13,314 target messages and over 4 million retweets as well as their content including comments and timestamps. We adopt a recently-published, fast suspicious behavior detection algorithm CROSSSPOT [25] that can identify fraudsters (e.g., promoters in their examples) with multidimensional analysis; its suspicousness score can automatically filter inactive promoters in the social dataset. The data statistics can be found in Table 4.

In Figure 3, we examine the distributions of promoters’ followers. Figure 3a plots the frequency of promoters that have a specific number of followers in log-log scale, from which we observe that (i) few promoters have over 1,000 followers, and (ii) the majority of promoters have 20 to 120 followers with the median value 71. Figure 3b plots the number of promoters versus the percentages of their followers who are NOT promoters. It shows that only 8.95% of the promoters have more than 1/5 followers who are also promoters. Figure 4 shows the distributions of adopted promotions. From figure 4a we can see a power-law distribution between the number of adopted promotions (i.e., promotional effectiveness) and the number of promoters whose promotions result in that many adoptions, and from Figure 4b we can also see power-law distributions between the promotional effectiveness and the number of promotions that have received that many adoptions.

6.2 Experiment Settings

Task description: As we have described in the former section, our task is to evaluate the effect of each strategy on promotional effectiveness and select a subset of significant effective strategies to predict the promotional effectiveness.

Evaluation metrics: We adopt two classical metrics to evaluate the prediction accuracy: (1) Root Mean Square Logarithm Error (RMSLE) and (2) Mean Absolute Logarithm Error (MALE). The metrics are generated based on the standard RMSE and MAE definitions, and they have been used in [49]. The power-law distribution of promotional effectiveness in Figure 4b indicates that it does not make sense to calculate the error with the value of effect, and thus, we use the logarithm of the value. Formally, the RMSLE metric is defined as

\[
RMSLE = \sqrt{\frac{1}{|P|} \sum_{p_i \in P} (\log(PE(p_i) + 1) - \log(\hat{PE}(p_i) + 1))^2},
\]

where \( p_i \) denotes the i-th promotion in the set of promotions \( P \), \( PE(p_i) \) is the observed promotional effectiveness of promotion \( p_i \), and \( \hat{PE}(p_i) \) is predicted promotional effectiveness of \( p_i \). Similarly, the MALE metric is defined as

\[
MALE = \frac{1}{|P|} \sum_{p_i \in P} |\log(PE(p_i) + 1) - \log(\hat{PE}(p_i) + 1)|.
\]

Note that a smaller RMSLE or MALE, indicates a more accurate result given by a more effective algorithm.

Implementation and parameter settings: We implemented our Propensity Score Matching (PSM) method with MATLAB. All experiments are performed on a single machine with Intel Xeon CPU at 2.40GHz and 32GB RAM. In matching step of algorithm 1, we set \( \epsilon = 0.05 \) as default threshold parameter for the nearest neighbor matching. To conduct all the experiments, we randomly selected 80% of promotion cases for training and used the remaining 20% for testing.

Baseline methods: In order to compare the performance on promotional effectiveness prediction with the effective strategies selected by our PSM algorithm, we implemented the following two algorithms of feature selection as baselines.

- MReI (maximum relevance)[45]: It measures the importance of promotional strategies by evaluating the mutual information between a feature vector of the strategies and a score vector of the promotional effect.
- mRMR (minimum-redundancy maximum-relevancy)[38]: It maximizes the relevance between promotional strategies and the promotional effectiveness, while minimizes the redundancy between each pair of strategies.

After selecting the top-k strategies with baselines and our PSM algorithm, we fairly apply linear regression on them for promotional effectiveness prediction.
TABLE 5: Difference in mean of confounders with and without PSM by setting user-active-time as the treatment. With PSM, we make the difference in mean of most confounders between treated and untreated objects become more closer. We alleviate the selection bias and balance the distribution of confounder in observational studies with PSM based method.

<table>
<thead>
<tr>
<th>Confounders</th>
<th>Without PSM</th>
<th>With PSM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean of Treated Objects</td>
<td>Mean of Untreated Objects</td>
</tr>
<tr>
<td>num-of-followers-of-user</td>
<td>11,723</td>
<td>11,396</td>
</tr>
<tr>
<td>length-of-message-“S”</td>
<td>308,720</td>
<td>316,843</td>
</tr>
<tr>
<td>average-PE-of-user</td>
<td>29,607</td>
<td>24,779</td>
</tr>
<tr>
<td>num-of-followers-of-user</td>
<td>9,823</td>
<td>10,4</td>
</tr>
<tr>
<td>ratio-of-female-followers-of-user</td>
<td>0.486</td>
<td>0.467</td>
</tr>
<tr>
<td>depth-in-path</td>
<td>1.194</td>
<td>1.196</td>
</tr>
<tr>
<td>num-of-repeat</td>
<td>17.385</td>
<td>23.76</td>
</tr>
<tr>
<td>interval-after-the-former</td>
<td>10917.36</td>
<td>10262.016</td>
</tr>
<tr>
<td>interval-before-the-next</td>
<td>10966.023</td>
<td>10225.86</td>
</tr>
<tr>
<td>time-after-the-root</td>
<td>103317.575</td>
<td>93663.06</td>
</tr>
<tr>
<td>length-of-comment</td>
<td>33.608</td>
<td>44.218</td>
</tr>
<tr>
<td>num-of-hashtags</td>
<td>0.041</td>
<td>0.037</td>
</tr>
<tr>
<td>num-of-mentions</td>
<td>0.053</td>
<td>0.054</td>
</tr>
<tr>
<td>num-of-URLs</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>num-of-replies</td>
<td>0.076</td>
<td>0.06</td>
</tr>
<tr>
<td>num-of-question-marks</td>
<td>0.094</td>
<td>0.105</td>
</tr>
<tr>
<td>num-of-exclamation-marks</td>
<td>0.391</td>
<td>0.541</td>
</tr>
<tr>
<td>topic-popularity</td>
<td>33954.501</td>
<td>45130.029</td>
</tr>
<tr>
<td>topic-novelty</td>
<td>1.807</td>
<td>2.163</td>
</tr>
<tr>
<td>topic-diversity</td>
<td>2.158</td>
<td>2.804</td>
</tr>
<tr>
<td>topic-interest</td>
<td>1124.136</td>
<td>1608.045</td>
</tr>
</tbody>
</table>

6.3 Experimental Results

In this section, we first evaluate the effect of each strategy on promotional effectiveness with our PSM algorithm. Then we conduct extensive experiments to demonstrate the effectiveness of our algorithm in strategy selection for promotional effectiveness prediction, comparing with the state-of-the-art methods.

6.3.1 Strategies effect discovery

Before we present our strategies effect analysis, we show strong evidences that we reduce the selection bias by our PSM algorithm. Selection bias reduction. Given a specific strategy as treatment, we examine the data distribution between the treated objects (i.e., promotions) and the untreated objects that have been matched based on the nearest neighbors of propensity score. Hopefully, the distributions of confounders between the matched treated and untreated objects should be similar. The more similar the less selection bias. Quantile-quantile plot (Q-Q plot) provides a standard visualization to examine the distributions. We expect that the treated and untreated objects can have a perfect matching (dots are closely aligned with y = x in Q-Q plot) for every confounder. For example, when we choose user-active-time as the treatment, Figure 5 shows Q-Q plots of six confounders: num-of-followers-of-user, num-of-repeat, length-of-comment, the-ratio-of-female-followers-of-user, interval-after-the-former, and interval-before-the-next. A dot represents a matching of a treated object and an untreated one with the same quantile. We observe that the green circle-dots (original dataset without PSM) deviate the red dashed line y = x, but the blue triangle-dots (with PSM) are closely aligned with y = x, which indicates that the distributions of confounders are very similar between the matched treated and untreated objects after selection bias reducing with our PSM algorithm.

And in Table 5, we demonstrate the difference in mean of confounders with and without PSM by setting user-active-time as the treatment. With PSM, we make the difference in mean of most confounders between treated and untreated objects become more closer. It demonstrate that we can eliminate the selection bias and balance the distribution of confounder in observational studies with PSM based method.

Therefore, we can better estimate the effect of promotional strategies by reducing selection bias with our PSM method.

Strategies effect analysis. We present the results of our effect analysis of promotional strategies. For different levels of the number of the promoters’ followers and different promotional strategies, we discuss the polarity (positive or negative), degree of strategies effect and its significance level, as shown in Table 6. A positive (negative) value of the effect indicates that a bigger (smaller) value of the strategy will achieve better effectiveness. We include the SEM in parentheses. Moreover, we conduct a paired t-test on the dataset: a smaller p-value indicates higher significance of the strategy. We divide the p-values into four levels: \( p < 0.001 (***) \), \( 0.001 \leq p < 0.01(**) \), \( 0.01 \leq p < 0.05 (*) \), and \( p \geq 0.05 (NO star) \). The strategies that are not significant in any type of promotions are omitted for space, such as topic-novelty and topic-diversity. From the information-rich table, we have the following observations.

Observation 1. Three significant, stable strategies. We find that three strategies topic-interest (1.316 in average, positive), user-active-time (0.313 in average, positive), and depth-in-path (-0.209 in average, negative) have strong and robust effects on the promotional effectiveness. First, promotions that are generated when the users are active in the social media can be very effective. For example, adopted promotions often appear at 12 a.m (after lunch) and 8 p.m (after dinner) when people get entertained by the Internet. Therefore, strategy user-active-time has strong positive effect on the promotional effectiveness. Second, given an target message, if the promoter decorates the message with “Basketball shoes! Nike Hyperdunk! RT ... 50% off Discount Men’s Shoes including Nike, Adidas...” to a teenage NBA fan, if the promoter decorates the message with “Basketball shoes! Nike Hyperdunk! RT ... 50% off Discount ...”, the fan must be more interested in it than the original message.
So topic-interest or personalized decoration can work as such an effective strategy in social promotion. Third, in a propagation path, the grandchild promotion retweet (i.e., the retweet of the target message’s retweet) often has fewer adoptions than the child promotion retweet (i.e., the retweet of the target message). Thus, we find that more depth-in-path indicates weaker promotional effectiveness. The potential reason is the recipients of the grandchild may have received the same message from the child and its siblings.

**Observation 2. Two critical trade-offs in the context-level strategies.** We present two trade-offs for the practitioners who want to promote their target message in online social media. One is the trade-off between the value of num-of-repeat and the negative influence of its growth on a specific promotional effectiveness. As we have introduced in Figure 1, the more a promoter repeats the same promoted content, the fewer adoptions he/she will harvest. However, the total number of adopted promotions is monotonic nondecreasing with the number of promotions increasing. The promoter may hope to get as many as possible but should stop promoting when its benefit could sufficiently disseminated before the next promotion appears.

**Fig. 6: Case studies on strategy num-of-repeats:** The more a promoter repeats the same target message, the fewer adoptions he/she will harvest.
TABLE 6: The effect of strategies on promotional effectiveness: A positive (negative) value of the effect means that a higher (smaller) value of the strategy will achieve better effectiveness with standard error of the mean (SEM) in parentheses. In a paired t-test, a smaller $p$-value indicates high significance of the strategy: $***: p < 0.001$, $**: 0.001 \leq p < 0.01$, $*: 0.01 \leq p < 0.05$, NO star: $p \geq 0.05$. Non-significant strategies are omitted for space.

<table>
<thead>
<tr>
<th>Context</th>
<th>Num. followers of promoter</th>
<th>Pct. such promotions in data</th>
<th>[0, 100] 36%</th>
<th>(100, 1,000] 14%</th>
<th>(1,000, 10,000] 8%</th>
<th>(10,000, 100,000] 11%</th>
<th>(100,000, +∞) 31%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-) depth-in-path</td>
<td>-0.163 ***</td>
<td>(0.018)</td>
<td>-0.131 ***</td>
<td>(0.025)</td>
<td>-0.662 ***</td>
<td>(0.122)</td>
<td>-0.175 ***</td>
</tr>
<tr>
<td>(+) num-of-repeat</td>
<td>0.068</td>
<td>(0.047)</td>
<td>0.613</td>
<td>(0.335)</td>
<td>n/a</td>
<td>n/a</td>
<td>0.728</td>
</tr>
<tr>
<td>(+) user-active-time</td>
<td>0.158 ***</td>
<td>(0.010)</td>
<td>0.171 ***</td>
<td>(0.031)</td>
<td>0.695 ***</td>
<td>(0.138)</td>
<td>0.123 ***</td>
</tr>
<tr>
<td>(-) time-after-the-root</td>
<td>0.045</td>
<td>(0.017)</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.0010</td>
</tr>
<tr>
<td>(+) interval-after-the-former</td>
<td>-0.066</td>
<td>(0.010)</td>
<td>0.068</td>
<td>(0.0105)</td>
<td>n/a</td>
<td>n/a</td>
<td>-0.0295</td>
</tr>
<tr>
<td>(+) interval-before-the-next</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>0.558 ***</td>
</tr>
<tr>
<td>Content</td>
<td>(+) length-of-comment</td>
<td>0.188 ***</td>
<td>(0.035)</td>
<td>0.274 ***</td>
<td>(0.063)</td>
<td>6.749 ***</td>
<td>(0.668)</td>
</tr>
<tr>
<td>(+) num-of-hashtags “#XXX”</td>
<td>0.766 *</td>
<td>(0.360)</td>
<td>-0.121</td>
<td>(0.131)</td>
<td>-0.685</td>
<td>(0.579)</td>
<td>-0.096</td>
</tr>
<tr>
<td>(+) num-of-mentions “@XXX”</td>
<td>0.171 *</td>
<td>(0.083)</td>
<td>-0.184</td>
<td>(0.146)</td>
<td>-0.439</td>
<td>(0.385)</td>
<td>-0.494</td>
</tr>
<tr>
<td>(+) num-of-emotions “D”</td>
<td>0.101 **</td>
<td>(0.037)</td>
<td>0.016</td>
<td>(0.071)</td>
<td>-0.198</td>
<td>(0.223)</td>
<td>-0.008</td>
</tr>
<tr>
<td>(+) num-of-questions “...?”</td>
<td>0.567 *</td>
<td>(0.279)</td>
<td>0.539</td>
<td>(0.453)</td>
<td>0.815</td>
<td>(0.954)</td>
<td>-0.0809</td>
</tr>
<tr>
<td>(+) topic-interest</td>
<td>1.062 ***</td>
<td>(0.118)</td>
<td>1.154 ***</td>
<td>(0.235)</td>
<td>3.251 ***</td>
<td>(0.506)</td>
<td>0.199 ***</td>
</tr>
</tbody>
</table>

Fig. 7: Case studies on strategy time-after-the-root for popular promoters: For the promoters who have more than 100,000 followers, their promotional effectiveness significantly affected by the context level strategy time-after-the-root.

Observation 3. Different promoters should focus on different promotional strategies. Specifically, the context-level strategies are significant for popular promoters, while ordinary promoters should focus on the content-level strategies. Table 6 shows that for the promoters who have more than 100,000 followers, the context-level strategies including interval-before-the-next (0.558), num-of-repeat (-0.525), user-active-time (0.418), interval-after-the-former (-0.336), and time-after-the-root (-0.263) have significant effect on promotional effectiveness. However, if a promoter is not that popular, for example, if he/she has not more than 100 followers, the promoter must focus on content-level instead of context-level strategies. More appropriate decorations will be more appreciated by the recipients, such as using hashtags (0.766) to explicitly...
represent its topic, using question marks (0.567) to inspire users to respond, using longer comments (0.188) to decorate with interesting content, using mentions (0.171) to notify some users (who are even not his/her followers), and using emoticons (0.101) to make the message look sentimental, will be more appreciated by the recipients.

Fig. 9: Case studies on strategy length-of-comment for ordinary promoters: For the promoters who have less than 100 followers, their promotional effectiveness increased with the length of comment.

Fig. 10: Case studies on strategy num-of-hashtag with ordinary promoters: With the help of hashtag, the promoter who have less than 100 followers can improve their promotional effectiveness.

6.3.2 Case studies on Promotional Strategies

In this section, we give some real promotion examples on five strategies, including num-of-repeats, length-of-comment, num-of-hashtag, time-after-the-root, and user-active-time.

From observation 2, we know that the more a promoter repeats the same target message, the fewer adoptions he/she will harvest. Figure 6 shows the real examples on strategy num-of-repeats. For example, in figure 6a, the promoter $u_{p1}$ promoted the same target message $S_1$ five times, but the promotional effectiveness of each promotion monotone decreased from 15 to 0.

From observation 3, we find that different promoters should focus on different promotional strategies. Specifically, the popular promoters should focus on context level strategies, while the ordinary promoters should focus on content level strategies.

Figure 7 and 8 demonstrate the context level strategies, time-after-the-root, and user-active-time, are important for popular promoters with real examples. For instance, in figure 7a, the average promotional effectiveness of popular promoter $u_{p1}$ decreased from 995 to 804 and then to 597.5 with the strategy time-after-the-root changed from short to median then to long; and in figure 8a, for the popular promoter $u_{p1}$, his/her average promotional effectiveness at 12 a.m (after lunch) and 8 p.m (after dinner) when people get entertained by Internet are higher than 3 a.m or 4 a.m when people are sleeping.

Figure 9 and 10 demonstrate the content level strategies, length-of-comment and num-of-hashtag, are important for ordinary promoter with real examples. For instance, in figure 9a, the average promotional effectiveness of ordinary promoter $u_{p1}$ increased from 0.07 to 0.33 and then to 0.5 with the length of comment changed from short to median and then to long; and in figure 10a, for the ordinary promoter $u_{p1}$, his/her average promotional effectiveness with hashtag (0.75) are higher than without hashtag (0.29).

6.3.3 Unobserved covariates testing.

Here we test the robustness of our propensity score matching based method for unobserved covariates. Specifically, we randomly hide some covariates as unobserved. We assume that the unobserved covariates are not such relevant with treatment, since the majority of relevant covariates would be considered when we crawled the observational dataset. Figure 11 shows that the treatment effect of topic-interest strategy estimated by our PSM method is stable when we randomly hide 0 to 5 covariates as unobserved.
when we randomly hide 0 to 5 covariates, which are not such relevant with topic-interest, as unobserved.

6.3.4 Effective strategy ranking and promotional effectiveness prediction

Based on the static features set, we use both baseline methods and our PSM method to rank effective promotional strategies, predict the promotional effectiveness with static features and the top \( k \) ranked effective strategies, and report the RMSLE and MALE. With our PSM, we rank all promotional strategies by their estimated effect on promotional effectiveness. Table 7 demonstrates the top ranked strategies based on static features by PSM and baselines. Figure 12 shows that our PSM method can reach a smaller error more faster than the baselines MRel and mRMR. We observe that when \( k = 5 \), the RMSLE value of PSM (0.578) is much smaller than those values of MRel (0.647) and mRMR (0.627), and the same with the MALE value.

Besides the winning in effective strategy ranking, we provide further analysis of experimental results in Figure 12 to emphasize the difference between PSM method and correlation-based methods. The reasons are listed below.

- **High correlation with effectiveness does not equal to huge error reduction when the strategy is also correlated with static features.** In Figure 12, the 2nd selected strategy in MRel is the length-of-comment, which has high correlation coefficient (0.54) with promotional effectiveness, but has no error reduction on RMSLE. Since it has higher correlation coefficient (0.78) with num-of-followers-of-u-pro, a pre-selected static feature of promotion. The strategies effect analysis with our PSM method is able to select strategies that have higher directly effect on promotional effectiveness by controlling the other features, including the static features.

- **Correlation-based methods cannot reduce much error when meeting selection bias and unbalance.** In Figure 12, the strategy num-of-URLs was ranked in the 4th by mRMR method, but has no error reduction on RMSLE because of the selection bias and unbalance in our dataset: 99% promotions in our data are without URLs and mRMR method reduces redundancy between strategies by linear function, which can not completely remove the redundancy and selection bias. Our PSM method is able to eliminate the selection bias and balance data via strategies effect analysis with a data sampling step by propensity score matching. After the data sampling, the percentage of promotions with and without URLs are fifty-fifty, and the distributions of other covariate strategies are similar between the treated and untreated promotions. Thus, our PSM method concludes that the strategy num-of-URLs has little effect on promotional effectiveness, and ranks it out of top-10.

In summation, it is crucial for strategies effect analysis to reduce the selection bias (proved in Figure 5). The correlation-based methods (e.g., MRel and mRMR) could not handle the issue. But our PSM method is able to capture the strategies effect more accuracy by selection bias reducing in observational studies.

6.3.5 Efficiency testing

We randomly sampled different portions of our dataset, and plot Figure 13 to show the running time cost of our PSM method. The time cost has linear increase with the size of our sampled data. The total time cost of our whole dataset is less than 10,000 seconds, indicating that we need only 12 milliseconds to learn and predict a single promotion.
7 Conclusions

In this paper, we involved causal analysis to addressed a novel real-world problem that how to make strategy for high promotional effectiveness in social media from causal angle. We introduced a series of promotional strategies in both context and content levels, and presented their causal effect analysis after reducing selection bias by propensity score matching (PSM) based method in observational data. The results provided comprehensive suggestions to the practitioners (promoters) to operate (i.e., when and how to promote the messages) for steering social media promotions. We conducted extensive experiments on a large social platform of over 194 million users, and demonstrated that our PSM method could find the significant effective strategies and outperform the state-of-the-art methods in promotional effectiveness prediction. Moreover, we provided three insights of making promotional strategy: (1) three significant, stable strategies, (2) two critical trade-offs, and (3) different strategies for promoters with different popularity. Our in-depth study may inspire the future of more productive promotions for products and public policies.
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